Analysis of time-domain integration methods for the simulation of thermal convection in an annulus

par
Venkatesh Gopinath

présentée et soutenue publiquement le
15 Juillet 2019

Thèse de doctorat de Sciences de la Terre et de l’environnement
dirigée par Alexandre Fournier
et par Thomas Gastine

devant un jury composé de

Nathanaël Schaeffer
Chercheur CNRS (ISTerre) Rapporteur

Philip Livermore
Associate Professor (Leeds University) Rapporteur

Laurène Jouve
Maître de conférences (Université Toulouse III) Membre

Jean-Pierre Villette
Professeur (IPGP) Président du jury

Thomas Gastine
CR-CNRS (IPGP) Co-encadrant

Alexandre Fournier
Professeur (IPGP) Directeur de thèse
Analysis of time-domain integration methods for the simulation of thermal convection in an annulus

Venkatesh Gopinath

Abstract

Numerical simulations of outer core thermal convection of the Earth have been an essential tool in understanding the dynamics of magnetic field generation which surrounds the Earth. Efficient numerical strategies to solve this system of governing equations are of interest in the community of deep Earth research because, current numerical geodynamo models are on the quest to operate at the actual parameters of the Earth. There are many avenues for the improvement of the numerical model. In this thesis, we focus on the time domain integration techniques for solving such problems so that we may push the parameter boundaries further. We solve for a thermal convection problem in a 2D annulus. We use a pseudospectral method for spatial discretization. With respect to the time discretization part, the governing equations contain both numerically stiff (diffusive) and non-stiff (advective) components. A common practice is to treat the diffusive part implicitly and the advective part explicitly so as to alleviate the timestep restriction which happens when we use a purely explicit method. These are known as the IMEX time integrators. We focus on these IMEX methods and analyze their performance when applied to this problem. We consider two families of IMEX methods, the multistep methods and the multistage IMEX Runge-Kutta methods (IMEX-RK). We do a systematic survey of input parameters namely the Rayleigh number (Ra) and the Prandtl number (Pr), which control the thermal forcing and the ratio of momentum to thermal diffusivities respectively. Our focus is on the strongly nonlinear flow regimes and we observe that, as the Reynolds number increases, few of the IMEX-RK methods perform better than multistep methods. Specifically, we compare the performances of the IMEX-RK methods with the second order Crank-Nicholson and Adams-Bashforth (CNAB2) method, which is widely used in the geodynamo community. We find some of the higher order methods to perform better than CNAB2 for large Reynolds numbers. This result opens up the possibility of utilizing such higher order methods for the full 3D dynamo calculations. However, in most other cases, multistep methods of a given order outperform IMEX-RK methods of the same order.
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Chapter 1

Introduction

1.1 State of the art 3D dynamo models

The geomagnetic field of the Earth is thought to be generated by the motion of an electrically conducting fluid inside the outer core. It is shown as a schematic in plot (a) of Fig. 1.1. In order to maintain such magnetic fields over vast time scales, it is theorized that a mechanism operating in the Earth’s core continuously generates the geomagnetic field. This mechanism is called the geodynamo. The first theory of a dynamo model was proposed in the year 1946 by Walter Elsasser (Elsasser, 1946), where, he mentions that the convection in the outer core would sustain the magnetic field via electromagnetic induction which compensates the Ohmic dissipation. It is believed that the dynamo process consists of a rotating, convecting, and electrically conductive fluid motion inside the Earth’s outer core. Such convective motions can either be driven by thermal convection or by compositional convection (Jones, 2015, Chapter 8.05). Thermal convection happens due to temperature differences between the inner core boundary and the core mantle boundary. Compositional convection on the other hand happens due to rising light elements such as sulfur from the inner core as it crystallizes. In order to understand the underlying physics of such processes, a mathematical model is required which describes the governing dynamics of the geodynamo. Such models are called dynamo models. We concern ourselves with dynamo models based on such convective phenomena.

The use of such numerical simulations has been an essential tool to unravel the fundamental nature of the geodynamo and it remains to be so for the foreseeable future since such phenomena cannot be directly observed. A 3D dynamo model often involves simulating the convective flow of an electrically conducting fluid in a spherical shell domain which mimics the outer core of the Earth. The dynamo model is successful if it produces a self-sustaining magnetic field for the given input parameters. The first numerical study on a 3D solar dynamo was done by Glatzmaier and Gilman (1981). A decade after that, the first self-consistent 3D dynamo model of the Earth’s geodynamo was done by Glatzmaier and Roberts (1995). It was called the Glatzmaier-Roberts model. The magnetic field lines from their simulation are shown in plot (b) of Fig. 1.1. It is a dominant dipolar
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Figure 1.1: (a) An artistic description of the cut section of the Earth with the respective labels of the four major regions namely the crust, mantle, outer core and inner core. The white dashed lines indicate magnetic field lines and the white arrows indicate the direction of the field. (b) Magnetic field lines from the first self-consistent 3D numerical geodynamo model by Glatzmaier and Roberts (1995). Blue lines show inward directed field and yellow lines show outward directed field.

Since this ground breaking simulation, there has been a significant development in High Performance Computing (HPC) systems and numerical algorithms. A dynamo model consists of a set of Partial Differential Equations (PDEs) which are to be solved by the use of numerical methods and computer simulations. The basic geometry of a dynamo operating in a rotating spherical shell is shown in Fig. 1.2. This set of PDEs consists of the magnetic induction equation, the Navier-Stokes equation and the transport equation for heat or composition (Christensen and Wicht, 2015; Schaeffer et al., 2017). At this juncture, it is logical to introduce the governing equations for a dynamo model because it will help us to base our further discussion on the numerical aspects of the dynamo models. We introduce the variables in the governing equations. $u$ is the fluid velocity field, $T$ is the temperature and $B$ is the magnetic field. Most dynamo models solve for the dimensionless equations. Therefore, one would need to choose a way to scale the equations. Following, (Christensen and Wicht, 2015 p. 247), we use the set up and definitions of the benchmark dynamo for illustration. The fundamental length scale is the thickness $D = r_o - r_i$ of the spherical shell, time $t$ is scaled by the viscous diffusion time $D^2/\nu$, where $\nu$ is the kinematic viscosity, temperature is scaled by $\Delta T$ and magnetic induction by $(\rho \mu \lambda \Omega)^{1/2}$, where $\rho$ is the density, $\mu$ is the magnetic permeability, $\lambda$ is the magnetic diffusivity and $\Omega$ is the rotation rate. This leads to the following set of dimensionless equations.
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Figure 1.2: Basic geometry for a dynamo operating inside a rotating spherical shell with rotation rate $\Omega$. Shaded region shows the inner core and the dotted cylinder is the inner core tangent cylinder.

\[
E\left(\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u}\right) + 2\mathbf{\hat{z}} \times \mathbf{u} + \nabla \Pi = E \nabla^2 \mathbf{u} + \frac{RaE}{Pr} \frac{r}{r_o} \mathbf{r} + \frac{1}{Pm} (\nabla \times \mathbf{B}) \times \mathbf{B}, \tag{1.1}
\]

\[
\frac{\partial \mathbf{B}}{\partial t} - \nabla \times (\mathbf{u} \times \mathbf{B}) = \frac{1}{Pm} \nabla^2 \mathbf{B}, \tag{1.2}
\]

\[
\frac{\partial T}{\partial t} + \mathbf{u} \cdot \nabla T = \frac{1}{Pr} \nabla^2 T + Q, \tag{1.3}
\]

\[
\nabla \cdot \mathbf{u} = 0, \tag{1.4}
\]

\[
\nabla \cdot \mathbf{B} = 0. \tag{1.5}
\]

Equation (1.1) is the Navier-Stokes equation (detailed derivation in Chapter 2) with Lorentz force term ($\frac{1}{Pm} (\nabla \times \mathbf{B}) \times \mathbf{B}$) and the Coriolis term $2\mathbf{\hat{z}}$, equation (1.2) is the induction equation, equation (1.3) is the temperature equation, equation (1.4) is the continuity equation and (1.5) is Gauss’s law for magnetism. The unit vector $\mathbf{\hat{z}}$ indicates the direction of the rotation axis. $\Pi$ is the non-hydrostatic pressure and $Q$ is the volumetric heating. The four dimensionless control parameters are the Ekman number, $E = \nu / \Omega D^2$, the Rayleigh number, $Ra = g_o \alpha \Delta T D^3 / \nu \kappa$, the Prandtl number, $Pr = \nu / \kappa$ and the magnetic Prandtl number, $Pm = \nu / \lambda$. $g_o$ is the value of gravity present at the outer boundary, $\kappa$ is the thermal diffusivity and $\alpha$ is the coefficient of thermal expansion. Also of importance is the magnetic interaction parameter or the Stuart number and the Rossby number. The Stuart number is given as $N = B^2 D \sigma / \rho U$, where, $B$ is the magnetic field, $\sigma$ is the electrical conductivity, $U$ is the characteristic velocity scale. It measures the ratio of electromagnetic to inertial forces. It can also be given as $N = Ha^2 / Re$, where $Ha = BD \sqrt{\frac{\sigma}{\mu}}$ is the Hartmann number, where $\mu$ is the dynamic viscosity and $Re = UD / \nu$ is the Reynolds number. The Rossby number is given as $Ro = u_{rms} D / \nu$, where, $u_{rms}$ is the root mean square velocity. It measures the ratio of inertial to Coriolis forces. Another important dimensionless number to measure is the magnetic Reynolds number $Rm$ which is the ratio of advection of the magnetic field to magnetic diffusion. This system of PDEs
is strongly nonlinear if the Stuart number is small and Rossby number is large which corresponds to large Reynolds number. For the Earth, $Re = 10^8$ which makes the system strongly nonlinear and turbulent. As for the boundary conditions, the models generally use a no-slip condition on the inner and outer boundaries for the velocities, insulating boundary condition at the outer core boundary and conducting boundary condition at the inner core boundary. Also, in the majority of the cases, a fixed temperature contrast is imposed between the inner and outer boundary, practically setting $Q$ to zero. As mentioned in (Christensen and Wicht, 2015, p. 250), this condition is used for simplicity and there is no physical basis and results have been found to not so largely depend on the thermal boundary conditions. Thus, we seek to solve the governing equation with the associated boundary conditions using numerical methods and HPC. We will now discuss the present day modelling capabilities of various computer codes existing in the dynamo community as shown in Table 1.1.

The 3D dynamo models of the present generation (Matsui et al., 2016; Davies et al., 2011) involve numerical simulations which are highly parallelized along the spatial coordinates of the fluid domain. Such parallelism often involves the use of advanced HPC architectures. A full performance study of the modern 3D dynamo codes was done in Matsui et al. (2016). They compare and analyse the parallelization capabilities and the performances of most of the present day dynamo codes. For this study they fixed the dimensionless parameters to be $E = 10^{-3}$, $Ra = 10^5$, $Pr = 1$ and $Pm = 5$. According to (Christensen and Wicht, 2015, p.262) these parameters correspond to the magnetic Reynolds number to be $Rm = 39$ which is one of the lowest values for which a self-sustained dynamo has been found. Therefore, it is a nonlinear problem albeit with weakly driven convection. However, since the focus is on the performance comparison of various codes, they solve for weakly driven dynamo problem. With respect to parallelization capabilities, they perform a weak scaling and a strong scaling test. In a weak scaling test, the problem size increases at the same rate as the number of processors, maintaining constant amount of work per processor. It is based on the Gustafson’s law (Gustafson, 1988) which states that speedup = $s_t + p_t \times N$, where $s_t$ is the proportion of execution time spent on the serial part, $p_t$ is the proportion of execution time spent on the parallel part and $N$ is the number of processor cores. According to this speedup, the parallel part scales linearly with the amount of processors and there is no upper limit for the speedup. On the other hand, in a strong scaling test, the problem size remains the same as the number of processors increases. It is based on the Amdahl’s law (Amdahl, 1967) which states that, speedup = $1/(s_t + p_t/N)$. Therefore, the upper limit of the scaled speedup is determined by the serial part of the simulation. Therefore, strong scaling is usually more useful and more difficult to achieve. Matsui et al. (2016) gives a measure to quantify the deviations from ideal strong scaling as

$$E = \frac{t_{ref}}{t} \frac{N_{ref}}{N_{core}},$$

where, $E$ is the efficiency, $t$ and $N$ denote time and number of processor cores and ‘ref’
Table 1.1: List of dynamo codes in the literature.

<table>
<thead>
<tr>
<th>Code</th>
<th>Spatial method</th>
<th>Temporal method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>MagIC</td>
<td>SH with CCM</td>
<td>CNAB2</td>
<td>Christensen (2001)</td>
</tr>
<tr>
<td>Rayleigh</td>
<td>SH with CCM</td>
<td>CNAB2</td>
<td>Featherstone and Hindman (2016)</td>
</tr>
<tr>
<td>SBS</td>
<td>SH with CCM</td>
<td>CNAB2</td>
<td>Smitnev and Besse (2005)</td>
</tr>
<tr>
<td>SPmodel</td>
<td>SH with CCM</td>
<td>CNAB2</td>
<td>Sasaki et al. (2012)</td>
</tr>
<tr>
<td>USSC code</td>
<td>SH with CCM</td>
<td>CNAB2</td>
<td>Glatzmaier and Roberts (1995)</td>
</tr>
<tr>
<td>Spf-MoSST</td>
<td>SH with radial compact FDM</td>
<td>CNAB2</td>
<td>Kuang and Buxham (1999)</td>
</tr>
<tr>
<td>TITECH code</td>
<td>SH with radial compact FDM</td>
<td>CNAB2</td>
<td>Nakahashi (2003)</td>
</tr>
<tr>
<td>Calypso</td>
<td>SH with radial FDM</td>
<td>CNAB2</td>
<td>Matsui et al. (2014)</td>
</tr>
<tr>
<td>ETH code</td>
<td>SH with radial FDM</td>
<td>Predictor-Correction</td>
<td>Willis et al. (2007)</td>
</tr>
<tr>
<td>H2000</td>
<td>SH with radial FDM</td>
<td>CNAB2</td>
<td>Holteirbach (2000)</td>
</tr>
<tr>
<td>LSD code</td>
<td>SH with radial FDM</td>
<td>Predictor-Correction</td>
<td>Davies et al. (2011)</td>
</tr>
<tr>
<td>PARODY-JA</td>
<td>SH with radial FDM</td>
<td>CNAB2</td>
<td>Landeau and Aubert (2014)</td>
</tr>
<tr>
<td>XSHELLS</td>
<td>SH with radial FDM</td>
<td>CNAB2</td>
<td>Schneider (2014)</td>
</tr>
<tr>
<td>GeoFEM</td>
<td>FEM</td>
<td>CNAB2</td>
<td>Matsui and Okuda (2005)</td>
</tr>
<tr>
<td>SFEmaNS</td>
<td>Fourier spectral method with FEM</td>
<td>SBDF2</td>
<td>Guermond et al. (2007)</td>
</tr>
</tbody>
</table>

Heads from left to right are the name of the code, spatial discretization method, time discretization method and the corresponding reference. The abbreviations SH indicates Spherical Harmonic Expansion, CCM indicates Chebyshev Collocation Method, FDM indicates Finite Difference Method, FEM indicates Finite Element Method, CNAB2 indicates Crank-Nicholson and Adams-Bashforth second order method, and SBDF2 indicates Semi-implicit Backward Difference Formula, a second order method.

denotes the reference. Fig. 1.3 shows the efficiency versus the number of processor cores for all the codes shown in Matsui et al. (2016) as well as in Table 1.1 except for the code H2000. We observe from the figure that efficiency for strong scaling is difficult to maintain as the number of processor cores increases beyond $10^3$ and only codes which have 2-D or 3-D MPI parallelization (Message Passing Interface Forum, 1994) capabilities maintain high efficiency $E > 0.6$ up to $N_{Core} 10^4$. To quantify this, they define a parallelization limit which is the number of processor cores $N_{ref}$ where $E = 0.6$. For this limit, the scaling capabilities of the codes that were used for the strong scaling test are shown in Fig. 1.4. The legends in the figures for e.g. 1-D, 2-D, 3-D indicate the number of directions which are parallelized with Message Passing Interface (MPI). Also, 1-D+OpenMP indicate the number of directions which are parallelized with MPI and OpenMP. From this figure we can observe that the codes (Rayleigh, LSD, and Calypso) have the capability to run efficiently up to 16,384 processor cores and are estimated to scale efficiently up to $10^7$ processor cores. Regarding the raw performance of the codes at a given core count, Matsui et al. (2016) perform a comparison of all the codes. The result for the strong scaling test is shown in Fig. 1.5. From the figure, it can be seen that, among the SH-FDM category, the XSHELLS code is the fastest and among the SH-CHY category, MagIC and Rayleigh are very close. At this point, it is interesting to note that, even with such good scaling, raw performance and the available advanced HPC resources, the present day simulations are not yet close to operating at the actual parameters and regimes of the Earth. These parameters for the Earth are shown in Table 1.2 which is adapted from Roberts and King (2013). An 'Earth-like' regime is a regime where we operate the simulations with parameters as close as possible to that of the Earth. We can see from Table 1.2 that, we
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Figure 1.3: Parallel efficiency $\mathcal{E}$ as a function of the number of processor cores in the strong scaling. The efficiency is referred by the result using 16 processor cores. Results for codes with spatial discretization using spherical harmonic expansion in the angular directions and Chebyshev polynomials in the radial directions (SH-CHY) and local methods are shown in plot (a) and those with spherical harmonic-FDM (Finite Difference Method) and spherical harmonic-CFDM (Compact Finite Difference Method) are shown in plot (b). Codes with 1-D parallelization are plotted in blue, codes with 2-D parallelization are plotted in red and those with 3-D parallelization are plotted in green. Solid line is used for codes with hybrid parallelization (MPI and OpenMP) and a dotted line is used for the other codes. Also, $\mathcal{E} = 1$ means ideal scaling. From Matsui et al. (2016).

are not exactly performing our numerical simulations close to that of the parameters of the Earth. In fact, the most advanced simulation of the geodynamo to date was recently done

Table 1.2: Table for dimensionless control parameters for the Earth and the numerical simulations. Adapted from Roberts and King (2013).

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Dimensionless number</th>
<th>Definition</th>
<th>Earth</th>
<th>Numerical simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>Ekman</td>
<td>$\nu/\Omega D^2$</td>
<td>$10^{-15}$</td>
<td>$10^{-3} - 10^{-7}$</td>
</tr>
<tr>
<td>$Ra$</td>
<td>Rayleigh</td>
<td>$g_{\alpha} \Delta T D^3/\nu \kappa$</td>
<td>$10^{24}$</td>
<td>$10^5 - 10^{11}$</td>
</tr>
<tr>
<td>$Pr$</td>
<td>Prandtl</td>
<td>$\nu/\kappa$</td>
<td>0.1</td>
<td>$0.1 - 30$</td>
</tr>
<tr>
<td>$Pm$</td>
<td>Magnetic Prandtl</td>
<td>$\nu/\lambda$</td>
<td>$10^{-6}$</td>
<td>$0.01 - 20$</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds</td>
<td>$UD/\nu$</td>
<td>$10^8$</td>
<td>$1 - 3 \times 10^3$</td>
</tr>
<tr>
<td>$Rm$</td>
<td>Magnetic Reynolds</td>
<td>$UD/\lambda$</td>
<td>$10^3$</td>
<td>$10^2 - 10^5$</td>
</tr>
</tbody>
</table>
Figure 1.4: Maximum number of processor cores for the strong scaling to keep parallel efficiency $E > 0.60$. The different symbols indicate the number of directions of MPI and OpenMP parallelization. From Matsui et al. (2016).

by Schaeffer et al. (2017). They performed their simulations at $E = 10^{-7}$ which is eight orders higher than the value of Earth’s Ekman number. Therefore, there is a constant need to push towards these Earth-like regimes and since we are far from operating at these parameters, these regimes can also be coined as ‘extreme parameter regimes’. With the existing parallelization in space, one of the possible avenues for exploring such extreme parameter regimes is to make use of a more optimally efficient time discretization method and it is particularly attractive to make use of a parallel-in-time discretization.

Although not part of the work done in this thesis, we will now discuss the widely used parallel-in-time method known as the parareal method created by the seminal work of Lions et al. (2001). We discuss it because we will eventually show the relevance of the findings from this thesis in relation to parareal methods. The parareal method is based on a predictor-corrector approach. The schematic for a parareal parallel-in-time method is shown in Fig. 1.6. Following Samaddar et al. (2010) and Samuel (2011), let us define a single Ordinary Differential Equation (ODE) of the type

$$\frac{du}{dt} = A(u, t), \quad u(0) = u_0,$$  

(1.7)

where, $A$ is an arbitrary function. We thus require to find the solution $u$ at time $T > 0$. After discretizing in time we can advance this equation in time as

$$u(t + \Delta t) = A_{\Delta t} \cdot u(t),$$  

(1.8)

where, $A$ is our advancing operator. The parareal algorithm dictates two such advancing operators namely the fine operator $F$ and the coarse operator $C$. The fine operator is in general more accurate and has smaller timestep sizes than the coarse operator, making
Figure 1.5: Elapsed time for each time step in the strong scaling as a function of the number of processor cores. The ideal scaling ($t_{\text{elapsed}} \propto N^{-1}$) for SFEMaNS, Rayleigh, LSD code, XSHELLS and SpF-MoSST is plotted by dotted lines. Results of Calypso using hybrid (MPI and OpenMP) parallelization and MPI parallelization are plotted by open and solid circles. From Matsui et al. (2016).

it more expensive to compute. $C$ is always run serially and $F$ is always run in parallel by splitting it in to several chunks of time. Let $N$ represent the number of processors and the total simulation time $T$ be divided into $N$ smaller chunks of size $\Delta t = T/N$. Let $t_n = n \Delta t$ for $n = 0, 1, 2, \cdots, N$ and the index $k = 0, 1, 2, \cdots$ represent the parareal iteration number. Then, $u^k_n$ represents the solution at time $t_n$ at the $k^{th}$ parareal iteration. The initial value $u_0$ is now $u^0_0$. The parareal steps are shown as follows

- At $k = 0$: Use the $C$ operator to calculate $u^0_n$ for the start of every time chunk $t_n$. This step is indicated by the orange line in Fig. 1.6
- At $k > 0$:

  Step 1: Each processor propagates the solution in time using the initial value $u^{k-1}_n$. This is where the time chunks are run in parallel. This step is indicated by the blue line in Fig. 1.6
  
  Step 2: Update initial value at each time chunk as

$$u^{k+1}_{n+1} = C_{\Delta t}(u^{k+1}_n) + F_{\Delta t}(u^k_n) - C_{\Delta t}(u^k_n).$$  (1.9)
This step is done serially because the first term on the right hand side has to be done serially. This step is indicated by the black line in Fig. 1.6.

Step 3: Check for convergence in all the time chunks and exit the parareal iteration if converged.

Next, the choice of $C$ and $F$ is decided based on the requirement that the iterations $k < \text{number of time chunks $N$ in order to obtain speedup. From Samuel (2011), a parareal speedup is defined as}

$$S = \frac{\tau_{\text{serial}}}{\tau_{\text{parareal}}},$$

(1.10)

where,

$$\tau_{\text{parareal}} \approx N\tau_c + k(\tau_f + N\tau_c),$$

(1.11)

where, $\tau_c$ and $\tau_f$ are the computational time associated to the use of coarse and fine operators respectively. Also,

$$\tau_{\text{serial}} \approx N\tau_f.$$  

(1.12)

Therefore, the parareal speedup is defined as

$$S = \frac{N}{N\beta + k(1 + N\beta)},$$

(1.13)

where, $\beta = \tau_c/\tau_f$.

The Navier-Stokes equations are an integral part of the dynamo models as shown in equations (1.1). The use of parallel in time methods such as parareal (Lions et al., 2001) was applied to Navier-Stokes equations has been explored in Fisher et al. (2003), Samaddar et al. (2010), Hupp et al. (2016) and many others. One of the few application of parallel-in-time approach to solid Earth geosciences was done by Samuel (2011), where,
they perform numerical simulations of mantle convection. They solve for the continuity equation, momentum equation and the energy equation. However, they assume infinite Prandtl number and this makes the explicit time dependence appearing only in the energy equation. In such a case, temporal dependence for the velocity field is only due to the coupling of the Navier-Stokes equations and the energy equations via the buoyancy term and the viscosity which in their case, is a function of temperature. They report a good speedup of their solution run times for their space-time parallelization as shown in Fig. 1.7. They perform the simulation in a box of grid size $512 \times 256$. From the Fig. 1.7, we can observe that the speedup achieved with space-time parallelization is five times better than the simulation performed with only the space or time parallelization for $N_{\text{CPU}} > 30$.

Another recent study was done by Clarke et al. (2019) where they perform a parallel-in-time analysis applied to the kinematic dynamo problem. A kinematic dynamo problem consists of solely solving for the induction equation with a prescribed velocity as shown in equation (1.2). They solve with both constant and time-varying velocity fields which are called Roberts flow and Galloway-Proctor flow respectively. They define their parallel speedup as

$$s \leq \min \left\{ \frac{N_p}{k_{\text{con}}}, \frac{R_f}{R_c} \right\},$$  

where, $N_p$ is the number of processors, $k_{\text{con}}$ is the number of parareal iterations to reach convergence, $R_f$ is the runtime of the fine method and $R_c$ is the run time of the coarse method. They hence defined the parallel efficiency to be $\epsilon = s/N_p$. They found that parallel efficiency did not suffer as $Rm$ increases and in the case of $Rm = 3000$ which is a highly advective case, they find the parallel efficiency to be holding. Their speedup and parallel efficiency are shown in Fig. 1.8 for $Rm = 3000$. From this figure, we observe that the scaling saturation has not even reached saturation for the parareal approach and that the parallel efficiency is maintained closer to the theoretical maximum of $1/k_{\text{con}}$. 

Figure 1.7: Result of the convection simulation test. Parallel speedup as a function of the number of processor cores. From Samuel (2011).
1.2 Survey of time integration methods

The study of efficient time integration methods for numerical simulation is the main theme of this thesis. Along with this theme, we are also interested in strongly nonlinear flow regimes as we want to push towards solutions having input parameters closer to the Earth’s values. We will talk about the possible avenues towards such regimes in the subsequent section.

Mathematically, the dynamo models consist of advection-diffusion type equations. For spatial discretization, a majority of the current dynamo codes use a spherical harmonic expansion along the angular directions and a Chebyshev expansion or a finite difference method along the radius. Such spectral discretization in space was first applied to a...
dynamo problem by Bullard and Gellman (1954). For discretizing the equations in time, it can either be a fully implicit method or a fully explicit method or a semi-implicit method. For a more detailed explanation of such methods, the reader is referred to chapter 3.

Fully implicit methods offer increased stability and allow for larger timesteps, but they do have a caveat that the nonlinear terms couple all the modes in spectral space (Christensen and Wicht 2015, Chapter 8.10). Therefore, for a strongly nonlinear problem, either a fully explicit or a semi-implicit or Implicit-Explicit (IMEX) method (Ascher et al., 1995, 1997) is generally used. The Navier-Stokes equation, which is an important part of the dynamo model comprises an advective or nonlinear component and a diffusive or linear component. To briefly illustrate the advantages of an IMEX method over a fully explicit strategy, let us consider a scalar advection-diffusion equation in one dimension \( x \) of the form

\[
\frac{\partial u}{\partial t} = u \frac{\partial u}{\partial x} + \nu \frac{\partial^2 u}{\partial x^2},
\]

where, \( u(x) \) is the required solution, \( \nu \) is the kinematic viscosity, \( u \frac{\partial u}{\partial x} \) is the nonlinear term and \( \nu \frac{\partial^2 u}{\partial x^2} \) is the linear term. The stability conditions for the above equation depends on whether we treat the time discretization explicitly or semi-implicitly can be given as

\[
\Delta t_{\text{explicit}} = \alpha \min \left[ \min \left( \frac{\Delta x}{u_{\text{max}}} \right), \min \left( \frac{\Delta x^2}{\nu} \right) \right],
\]

\[
\Delta t_{\text{IMEX}} = \beta \min \left( \frac{\Delta x}{|u_{\text{max}}|} \right),
\]

where, \( \alpha \) and \( \beta \) are known as the Courant-Friedrichs-Lewy (CFL) numbers (Courant et al., 1928) and \( \Delta x \) is an element of the spatial grid span. From the above equations, it is clear that if we use a fully explicit method in time, the timestep size is restricted to the square of the smallest grid size. Since we are interested in strongly nonlinear regimes with large Reynolds numbers, we would be using large grid sizes. Even though there are studies which use explicit time schemes in strongly nonlinear regimes such as in Johnston and Doering (2009), the large grid sizes which are required would imply that \( \Delta x \) will be smaller and thus the IMEX timestep size will be larger than the explicit one. Hence, with respect to integrating these equations in time, an ideal way to treat them is to use the IMEX class of time integration methods, where, the diffusive part is handled implicitly in time and the nonlinear advective part is handled explicitly in time. More on why we use IMEX strategies will be discussed in chapter 3. Most of the current 3D dynamo models use this IMEX method to deal with the time integration. The present generation of dynamo codes given in Matsui et al. (2016) are shown in the Table 1.1 along with their spatial and time discretization methods and the corresponding reference for each code.

We observe from Table 1.1 that, a majority of the current dynamo codes uses a second order method for time integration, especially since the seminal work by Glatzmaier (1984), the CNAB2 method, which is an IMEX method, seems to be widely used.
1.2.1 Work done in the geophysical and astrophysical community

Here, we will briefly discuss the work done in the dynamo community regarding the exploration of time integration methods and its relevance with respect to the work done in this thesis.

- There are dynamo models in a rotating spherical shell geometry like in Livermore (2007), where they compare IMEX multistep methods with the exponential time integrators. Exponential time integration involves the exact integration of the linear components which helps reduce the stiffness. They report that, if the timestep is constrained by the stability of the nonlinear terms, the IMEX multistep method (CNAB2), is of same accuracy as the second order exponential methods and thus they prefer CNAB2 as the best choice as it is simpler to implement. They speculate that the higher order exponential methods will be more accurate than the higher order IMEX methods.

- Although we do not study the exponential methods, we study many higher order methods with small and large nonlinear timescales in this thesis.

- A recent work of Garcia et al. (2014) compares the higher order exponential time integrators versus the higher order IMEX multistep methods when applied to a thermal convection problem in a rotating spherical shell. They perform their numerical simulations for different cases, each having a particular critical azimuthal wave number $m_c$ and grid resolution, $N_r$ and $L$, where, $N_r$ is the number of radial grid values and $L$ is the spherical harmonic truncation. They confirm the superior accuracy of the exponential methods for a strongly supercritical nonlinear problem with $Ra = 53.58Ra_c$ and $Pr = 0.1$, where $Ra_c = 1.86 \times 10^5$ is the critical Rayleigh number. For a range of Rayleigh numbers including the highest Rayleigh number they perform, they find the exponential methods being more than one order accurate than the IMEX multistep methods. However, they find that higher order exponential methods are more expensive than the IMEX multistep methods as indicated by plot b) of Fig. 1.9. In Fig. 1.9, the black line plots are from the IMEX multistep family and other colors are from the different exponential methods. They also perform runs with decreasing Ekman numbers where they once again find the exponential methods more accurate than the IMEX multistep methods. They also find that, for their lowest Ekman number of $E = 10^{-6}$, the higher order exponential methods start to show better performance than the higher order IMEX multistep methods. They speculate that the exponential methods could be a viable alternative to the IMEX multistep methods at Ekman numbers closer to the Earth’s value.

- We do not analyse the exponential methods because we pursue strongly nonlinear regimes as we perform simulations for strongly supercritical Rayleigh numbers and Garcia et al. (2014) does mention that the exponential methods are more expensive than the IMEX methods as shown in Fig. 1.9. We analyse a range of multistep and multistage methods. The exponential methods can be considered as for future extension of this thesis.
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Figure 1.9: Plot a) shows the relative error $\varepsilon(u)$ plotted versus the constant timestep size $h$ for the exponential and the IMEX multistep methods. Plot b) shows the relative error versus the run time in seconds (rt) for the same methods shown in plot a). The input parameters are $E = 10^{-4}$ and $Ra = 1.42Ra_c$. The resolution is $N_r = 32$, $L = 54$ and $m_c = 6$. From Garcia et al. (2014).

- A recent work by Marti et al. (2016) uses an IMEX Runge-Kutta (IMEX-RK) method where a Diagonally implicit Runge-Kutta (DIRK) method is used for treating the diffusive component and an Explicit Runge-Kutta (ERK) method is used for treating the advective component. They use second, third and fourth order IMEX-RK methods from Cavaglieri and Bewley (2015). They perform stability and accuracy of the numerical time integration by evolving the solution for 0.1 diffusion times. Compared to the explicit implementation, for the purely hydrodynamic case ($E = 10^{-5}$, $Ra = 1.5 \times 10^7 \sim 3Ra_c$, $Pr = 1$), they report that the second order method allows for a 16 times larger timestep size and fourth order method allows for a 4 times larger timestep size. For the dynamo case ($E = 10^{-5}$, $Ra = 1.5 \times 10^7 \sim 3Ra_c$, $Pr = 1$, $Pm = 2$), they report that the second order method allows for a 12 times larger timestep size and fourth order method allows for a 3 times larger timestep size.

  - We study the third and fourth order schemes which Marti et al. (2016) tried and we also report their properties for a nonlinear regime.

- Grooms and Majda (2013) did quasigeostrophic turbulence simulations with hyperdiffusivity in a periodic two dimensional box geometry. The nonlinear timescales are small suggesting that the problem is not stiff. They use the KC564 time scheme (Kennedy and Carpenter, 2003) with adaptive stepsize control.

  - We also use this scheme in this thesis but we study a more realistic problem with non-periodic boundary walls and we also study both linear and nonlinear regimes.

- Grooms and Julien (2011) did a study where they analyse 24 third and fourth order IMEX and exponential methods applied to many numerical experiments including quasigeostrophic equations and stratified 2D Boussinesq equations. They solve the 2D Boussinesq equations in a periodic domain using a Fourier spectral discretization...
in space with grid size of $256 \times 256$. They report a linear time scale of $\tau_L = 10^{-3}$ and a nonlinear time scale of $\tau_{NL} = 0.14$. The disparity in the values of these timescales makes the problem stiff and this measure of stiffness will be discussed in chapter 3 and chapter 4. Their solution is in a nearly linear regime for which they report that the exponential methods were more accurate than IMEX methods by a factor of $10^5$. Also, they report that the IMEX Runge-Kutta methods were more accurate than the IMEX multistep methods. They also found the BR553 time scheme (Boscarino and Russo, 2009) to be super-convergent, meaning it performs better than its theoretical order of 3. Another important result from their study was the order reduction phenomena which they observe for certain IMEX Runge-Kutta time schemes.

– As mentioned before, we study a more realistic problem with non-periodic boundary walls and we also study both strongly linear and nonlinear flow regimes. For our study, we also analyse both IMEX multistep and IMEX Runge-Kutta methods some of which that are used in Grooms and Julien (2011). We also observe the order reduction phenomena for certain IMEX-RK methods which we will discuss in chapter 4.

• Although CNAB2 became a widely used method for time integration in the dynamo community, around the time of the Glatzmaier and Roberts dynamo model, they also performed an anelastic dynamo simulation in Glatzmaier and Roberts (1996) using a third order semi-implicit Runge-Kutta time integration method which was introduced by Spalart et al. (1991). They mention that the method is computationally expensive even though its stability was better than a second order method.

– We analyse many third order IMEX Runge-Kutta schemes and we analyse their stability properties as compared to the CNAB2 scheme.

• Stellmach and Hansen (2008) performed three dimensional Cartesian dynamo simulations exploring parallel computing capabilities. They use the SBDF2 scheme for time stepping. Also, Verhoeven et al. (2015) performed three dimensional Cartesian compressible convection for various Rayleigh numbers. They used the SBDF3 scheme for time stepping.

– We also study the second, third and fourth order Backward Difference Formula (BDF) methods. Stellmach and Hansen (2008) also mention that in conjunction with local methods (FDM or FVM for e.g.), the fully implicit time steppers will be cheaper than IMEX methods for low Ekman numbers and strong magnetic fields (Harder and Hansen, 2005). This is because the Alfvén wave velocity becomes large and start to limit timestep sizes if the nonlinear terms are treated explicitly. However, since most of the dynamo codes are using spectral methods in space, a fully implicit approach in time will be detrimental to the performance because the nonlinear terms couple all the modes in spectral space as this causes difficulty in proper implementation. Since we
will be considering spectral method for spatial discretization of our problem, we stick to the IMEX approaches in time.

- A fairly recent work by Gastine (2019) performs a spherical quasi-geostrophic convection with different time integration methods. They compare few IMEX Runge-Kutta methods with the CNAB2 method which we indicated to be widely used in the dynamo community. They analyse the parameters $E = 10^{-7}$, $Pr = 1$, and $Ra = 2 \times 10^{11}$, which indicate a strongly nonlinear problem. Performance wise, they indicate that the methods CNAB2 and ARS222 (IMEX-RK) are the best. They speculate whether there are other IMEX-RK methods that will perform better than the CNAB2 method for turbulent convection.

- We do a similar performance study of the time integration methods in this thesis based on the stability analysis. We study with a larger pool of time schemes for a wide range of parameters for e.g. for $Ra = 10^4$ to $Ra = 10^9$ which cover both the linear and nonlinear flow regimes of thermal convection. We will analyse the low to high order IMEX-RK methods with respect to CNAB2 for performance comparison.

Now that we have looked into these different studies, we get a sense that although there are inroads made by many in exploring new time integration schemes in the dynamo community, a variety of attractive time integration methods in the literature still remain unused. Thus, from the work done in the dynamo community regarding the use of time integration methods, we have an inference and thus the main theme of the thesis:

- An assessment of different time integration strategies would help determine the methods that can improve the efficiency of present day dynamo models and in turn motivate us to explore new parameter regimes.

### 1.3 Avenues towards Earth-like regimes

Glatzmaier (2002) proposed the grand challenge to achieve the Earth-like geodynamo simulation. They proposed that the grand challenge is to run a 3D geodynamo simulation with the rotation rate, dimensions, density and heatflux of the Earth’s core and with all diffusivities set to Earth’s magnetic diffusivity $2 \text{ m}^2/\text{s}$. The Earth’s values of the corresponding control parameters ($E, Ra, Pr, Pm$) are given in Table 1.2. To perform a simulation with Earth-like parameter regimes, we need to improve the numerical methods used to model the geodynamo equations. The 3D dynamo models in a spherical shell geometry generally use a pseudo-spectral method for spatial resolution. Usually, as shown in Table 1.1, a spherical harmonic expansion is used along the zonal and meridional directions and a Chebyshev method or a finite difference method is used along the radial direction. The use of such spectral methods generally results in exponential convergence (Orzag, 1980). Such convergence properties are reported in Fournier et al. (2005), where they use a Fourier-spectral element method for thermal convection in a spherical shell.
Table 1.3: Time discretization errors for the rotating Gaussian cone problem for different 2D grid resolutions.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Method</th>
<th>Crowley-4</th>
<th>RK3</th>
</tr>
</thead>
<tbody>
<tr>
<td>050 × 050</td>
<td>0.522 × 10⁻¹</td>
<td>0.598 × 10⁻¹</td>
<td></td>
</tr>
<tr>
<td>100 × 100</td>
<td>0.490 × 10⁻²</td>
<td>0.530 × 10⁻²</td>
<td></td>
</tr>
<tr>
<td>200 × 200</td>
<td>0.306 × 10⁻³</td>
<td>0.344 × 10⁻³</td>
<td></td>
</tr>
<tr>
<td>400 × 400</td>
<td>0.173 × 10⁻⁴</td>
<td>0.219 × 10⁻⁴</td>
<td></td>
</tr>
<tr>
<td>800 × 800</td>
<td>0.173 × 10⁻⁵</td>
<td>0.144 × 10⁻⁵</td>
<td></td>
</tr>
</tbody>
</table>

Crowley-4 is a fourth order method and RK3 is a third order method. A fourth order finite difference spatial discretization has been used. Adapted from Wicker and Skamarock (2002).

geometry. However, the present day dynamo models calculate the nonlinear terms in the physical grid space and they are transformed back into spectral space using spherical harmonic transforms. For simulations with high resolution in space, these transforms become a hindrance to efficiency of the simulation (Glatzmaier 2002; Christensen and Wicht 2015). One way to deal with them is to improve the Legendre transforms or to use local methods such as finite difference or finite element methods instead of spectral methods. The local methods are attractive even if they do not have exponential convergence because they exhibit better spatial parallelization capabilities than the spectral methods. However, they will not be as accurate as spectral methods for the same spatial resolutions and the local methods require larger resolution to maintain comparable accuracy with spectral methods. Also, for the implementation of insulating boundary conditions, spectral methods offer an advantage as the derivatives are calculated with high accuracy and a larger number of grid points are required by the local methods to obtain comparable accuracy (Christensen and Wicht 2015, p. 260). While pushing for the extreme parameter regimes, whether good spatial parallelization properties of the local methods will make them more efficient than the spectral methods is still speculated.

Apart from parallel-in-time methods, another avenue to improve the numerical model is to look at the time discretization part of the dynamo model which we focus in this thesis. As discussed in (Christensen and Wicht 2015, Chapter 8.08) and in the previous subsection, most of the dynamo models have a second order IMEX multistep method or a predictor-corrector method.

Although some of the recent works in the literature Marti et al. (2016) started to use new time integration methods, the exploration of various higher order methods for dynamo models is still premature. The majority of the present day dynamo models use a higher order spatial discretization and mostly a second order time discretization. Such disparity of orders between discretization in space and time can affect the overall performance of the simulation. Such drop in efficiency has been shown before in Wicker and Skamarock.
Chapter 1 – Introduction

(2002) and Park and Lee (2009). Wicker and Skamarock (2002) perform tests based on higher order Runge-Kutta methods and Crowley advection schemes on linear and non-linear compressible Navier-Stokes equations. They clearly show that as the spatial resolution increases, higher order time integration methods are more accurate than the lower order ones as indicated in Table 1.3 which is adapted from Wicker and Skamarock (2002). Park and Lee (2009) on the other hand compare higher order explicit Runge-Kutta methods with Leap Frog (LF) methods for linear equations. They show that higher order time integration methods may not be needed when used alongside lower order spatial discretization. However, they also show that the accuracy of the higher order time integration method is higher than a lower order one when used alongside a higher order spatial discretization method, as found by Wicker and Skamarock (2002). They also speculate on how well the higher order time integration methods perform on practical high resolution simulations. Thus a motivating question is borne out from these studies which will be addressed in this thesis:

- Whether the higher order time integration methods will be more efficient for the existing 3D dynamo models which are highly resolved in space?

To answer this question, we need to conduct a study of variety of higher order time integration strategies. We concern ourselves with the IMEX methods and there are a wide variety of them described in the literature. These methods can be currently classed in to three categories namely, the IMEX multistep, IMEX-RK and the IMEX General Linear Methods (IMEX-GLM) which were introduced by Butcher and Jackiewicz (1993). In the recent work of Zhang et al. (2014), they applied the IMEX-GLM methods to 2D Burger’s equations and 3D compressible Euler equations. They found the IMEX-GLM methods do not suffer any order reduction (drop in convergence rate) and found them to be much more efficient compared to the IMEX-RK methods. However, further analysis of practical simulations is needed to ascertain their advantages over IMEX-RK methods. This thesis does not study the newly developed IMEX-GLM methods. In our work, we analyze the second, third and fourth order IMEX multistep and IMEX-RK methods in the literature which include the recently developed methods by Cavaglieri and Bewley (2015), Boscarino and Russo (2009), Boscarino et al. (2013) and Boscarino et al. (2017). We analyse these two classes of time integration methods applied to a problem of thermal convection in a 2D annulus geometry. We chose this model for our analysis because it is faster to test new time integration schemes and at the same time the physics is still relevant when extended to a 3D spherical shell geometry.
1.4 Outline of the Thesis

The thesis is divided into five chapters. This introduction is followed by chapter 2 where we describe the physical problem which includes the mathematical description of the governing equations and the diagnostic measures which are used to check the solution correctness. Chapter 3 describes the numerical strategies that are used. First, the spatial discretization strategy is explained followed by the time discretization strategy. The governing equations are shown next in their semi-discrete form and then the numerical implementation strategies for these equations are shown in a matrix form. After that, the different properties of the time integration methods used are summarized. Subsequently, the validation of the code which was developed is shown. Chapter 4 deals with the results of the study. The solution physics is discussed first. After that, the accuracy and cost of all the time integration methods are shown. Next, the order reduction phenomena is discussed followed by a detailed comparison of the stability properties for all the methods. Finally, a summary of the results is shown in chapter 5 followed by a discussion on parallel-in-time methods.
Chapter 2

Thermal convection model

This chapter focusses on the description of the physical model of thermal convection in an annulus and the associated governing equations.

2.1 Physical setup

We consider Rayleigh-Bénard convection \cite{Chandrasekhar:1981} of a Boussinesq fluid contained in a cylindrical annulus geometry with outer radius $r_o$ and inner radius $r_i$. It is shown as a schematic in Fig. 2.1. As mentioned before in the introduction, we reiterate that, physics of convection in an annulus is relevant enough to be considered as a test model for the application of efficient numerical strategies. The independent variables for this Eulerian representation \cite{Batchelor:2000} are time, $t$, and the spatial coordinates, $r$, $\phi$ and $z$. The acceleration due to gravity is assumed to be constant and it is given as, $\mathbf{g} = -g_o \hat{r}$, directed radially inward. The inner and outer boundary walls are maintained at constant temperatures $T_i$ and $T_o$ respectively. The inner boundary temperature is higher than the outer boundary temperature by an amount $\Delta T = T_i - T_o$. We consider fluid flow only in two directions namely ($r, \phi$). Therefore, the $z$-component of the fluid velocity vanishes.

2.2 Governing equations

In this section we will derive the governing equations that are used to model thermal convection in an annulus from basic conservation laws \cite{Hirsch:2007}, Chapter 1). The conservation law for a quantity $U$ can be stated as, "The variation of the total amount of quantity $U$ in a given domain $\Omega$ is equal to the net amount of that quantity entering and leaving the domain plus the amount of that quantity generated by internal sources". It
Mathematically, this law can be written for a scalar quantity \( U \) as

\[
\frac{d}{dt} \int_{\Omega} U \, d\Omega = - \oint_{\partial \Omega} F \cdot dS + \int_{\Omega} Q_V d\Omega + \int_{\partial \Omega} Q_S \cdot dS,
\]

(2.1)

where, \( F \) is the flux contribution, \( Q_V \) is the volume source and \( Q_S \) is the surface source.

Now, Gauss’s theorem states that, surface integral of the flux is equal to volume integral of the divergence of the flux. It is mathematically given as

\[
\oint_{\partial \Omega} F \cdot dS = \int_{\Omega} \nabla \cdot F \, d\Omega.
\]

(2.2)

Using Gauss’s theorem, equation (2.1) can be rewritten as

\[
\frac{\partial}{\partial t} \int_{\Omega} U \, d\Omega = - \int_{\Omega} \nabla \cdot F \, d\Omega + \int_{\Omega} Q_V d\Omega + \int_{\partial \Omega} \nabla \cdot Q_S d\Omega.
\]

(2.3)

Equation (2.3) is valid for an arbitrary volume \( \Omega \). So, it must be valid at any point in the domain. Hence, we can write the differential form of equation (2.3) as

\[
\frac{\partial U}{\partial t} + \nabla \cdot F = Q_V + \nabla \cdot Q_S.
\]

(2.4)

Next, we define the vector conservation law for a vector \( \mathbf{U} \) as

\[
\frac{\partial}{\partial t} \int_{\Omega} \mathbf{U} \, d\Omega = - \int_{\Omega} \nabla \cdot \overline{F} \, d\Omega + \int_{\Omega} Q_\mathbf{V} d\Omega + \int_{\partial \Omega} \nabla \cdot \overline{Q}_\mathbf{S} d\Omega,
\]

(2.5)

where, the fluxes and the surfaces sources are given in tensor notation and a tensor is denoted by the double bars. Subsequently, we can write the differential form of equation
We will use the differential form of the conservation laws defined in equations (2.4) and (2.6) to derive the governing equations for our problem. The governing equations for any fluid flow system consists of conservation of mass, momentum and energy quantities. The equations for these three quantities are discussed next.

### 2.2.1 Continuity equation

We first derive the mass conservation equation also known as the continuity equation. As mass is a scalar, we must use the scalar conservation law given in equation (2.4). We use specific mass which is nothing but the density \( \rho \), so we have \( U \equiv \rho \). There are no external mass sources and no diffusion of mass. Thus, there is only the convective flux which is given as \( F_C = \rho \mathbf{u} \). Here, \( \mathbf{u} \) is the fluid flow velocity and its three cylindrical components are denoted as \( (u_r, u_\phi, u_z) \). Therefore, the mass conservation equation given in differential form will be

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0. \quad (2.7)
\]

It can be rewritten as

\[
\frac{d\rho}{dt} + \rho \nabla \cdot \mathbf{u} = 0. \quad (2.8)
\]

where, the material derivative is defined as

\[
\frac{d}{dt} \equiv \frac{\partial}{\partial t} + \mathbf{u} \cdot \nabla. \quad (2.9)
\]
2.2.2 Momentum equation

Next, we derive the momentum conservation equation. Momentum is the product of mass and velocity which becomes a product of density and velocity if we consider specific mass. So, referring to the vector conservation law in equation \(2.6\) we have, \(\mathbf{U} \equiv \rho \mathbf{u}\). The convective flux can be given as

\[
\overline{F}_C = \rho \mathbf{u} \otimes \mathbf{u},
\]

where, \(\otimes\) denotes tensor product of two vectors. Next, we define the forces which contribute to the source terms. The external force per unit mass is \(\mathbf{f}_e\) and the internal force per unit mass is \(\mathbf{f}_i\). The external force in our case is the gravity. Hence, \(\mathbf{f}_e = g\) but we will use \(\mathbf{f}_e\) for generality for now. The internal force is defined as

\[
\mathbf{f}_i = (\overline{\sigma} \cdot \hat{n})_i,
\]

where, \(\overline{\sigma}\) is the internal stress tensor and \(\hat{n}\) is the unit normal vector to the surface. For a Newtonian fluid flow, the internal stress tensor consists of the normal stress and the shear stress components. It is given as

\[
\overline{\sigma} = -p\overline{I} + \overline{\tau},
\]

where, \(p\) is the isotropic pressure, \(\overline{I}\) is the identity tensor and \(\overline{\tau}\) is the viscous shear stress tensor which is given as

\[
\tau_{ij} = \mu \left[ \left( \frac{\partial u_j}{\partial x_i} + \frac{\partial u_i}{\partial x_j} \right) \right] - \frac{2}{3} (\nabla \cdot \mathbf{u}) \delta_{ij},
\]

where, \(\mu\) is the dynamic viscosity and \(\delta_{ij}\) is the Kronecker delta. Therfore, \(Q_V = \rho \mathbf{f}_e\) and \(Q_S = \overline{\sigma} \cdot \hat{n}\). Now, using the general form of the vector conservation law given in equation \(2.6\), the momentum conservation equation is given to be

\[
\frac{\partial \rho \mathbf{u}}{\partial t} + \nabla \cdot (\rho \mathbf{u} \otimes \mathbf{u} + p\overline{I} - \overline{\tau}) = \rho \mathbf{f}_e.
\]

Subtracting the continuity equation multiplied by \(\mathbf{u}\) from above equation, we get

\[
\rho \frac{\partial \mathbf{u}}{\partial t} + \rho (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p + \nabla \cdot \overline{\tau} + \rho \mathbf{f}_e.
\]

And for constant viscosity coefficients we get

\[
\rho \frac{\partial \mathbf{u}}{\partial t} + \rho (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p + \frac{1}{3} \nabla (\nabla \cdot \mathbf{u}) + \rho \mathbf{f}_e.
\]

This equation is called the Navier-Stokes equations which governs the motion of wide variety of fluid physics.
2.2.3 Energy equation

The next equation we derive is the energy equation where \( U \equiv (e + u^2/2) \), where, \( e \) is the internal energy and \( u^2/2 \) is the kinetic energy per unit mass. Their sum is denoted by the total energy \( E \). The energy equation is a result of the first law of thermodynamics (Tritton (1988)). It states that, the rate of change of energy inside a fluid element is equal to the net flux of heat into the element plus the rate of work done by surface and body forces. From equation (2.4), we have \( U \equiv E \). We define the fluxes first. The convective flux now becomes

\[
F_C = \rho u \left( e + \frac{u^2}{2} \right). \tag{2.17}
\]

The diffusive flux is given as

\[
F_D = -k \nabla T, \tag{2.18}
\]

which is coming from the Fourier’s law of heat conduction, where, \( k \) is the thermal conductivity. The volume source of energy is given as

\[
Q_V = \rho f_e \cdot u + Q, \tag{2.19}
\]

where, \( f_e \) is the volume force and \( Q \) is a heat source other than conduction. The surface source of energy is due to the internal stresses acting on the surface. It is given as

\[
Q_S = \sigma \cdot u = -p u + \tau \cdot u. \tag{2.20}
\]

Referring to equation (2.4), the differential form of the energy equation can now be written as

\[
\frac{\partial \rho E}{\partial t} + \nabla \cdot (\rho u E - k \nabla T - \tau \cdot u + pu) = \rho f_e \cdot v + Q. \tag{2.21}
\]

Now, multiplying \( u \) to the momentum equation in (2.16) and subtracting it from equation (2.21) gives the equation

\[
\rho \frac{de}{dt} + p \nabla \cdot u = k \nabla^2 T + Q. \tag{2.22}
\]

This is the equation for internal energy. Thus, we concern ourselves with equations (2.7), (2.16) and (2.22) which are the three main governing equations.

2.2.4 Boussinesq approximation

Now, with respect to our problem of thermal convection in an annulus, we make a physical approximation called the Boussinesq approximation for the fluid. This approximation
implies that, density variations are negligible with respect to the background density $\rho_o$ everywhere in the momentum equation except in the term where gravity is present. It assumes that the vertical extent of the modeled domain is small relative to the hydrostatic scale heights of density. The density scale height is given as $L_e = -(d\ln\rho/dr)^{-1}$ and if our domain length is $L$, it means that $L \ll L_e$. The density has a linear relationship with the temperature which is shown as

$$\rho = \rho_o(1 - \alpha \Delta T), \quad (2.23)$$

where, $\rho_o$ is the background density and $\alpha$ is the coefficient of thermal expansion. This approximation means that we filter out the sound waves (Glatzmaier, 2014, Chapter 1, p. 11). Since, sound waves travel faster than the fluid and represent small perturbations in density, the numerical timestep size required to capture such perturbations has to be naturally small for the solution to be resolved in time. This makes the numerical computation expensive. To alleviate this limitation, we use the Boussinesq approximation. Hence, continuity equation (2.7) with the Boussinesq approximation will become

$$\nabla \cdot \mathbf{u} = 0. \quad (2.24)$$

Likewise, the momentum equation in (2.16) with Boussinesq approximation will become

$$\frac{\partial \mathbf{u}}{\partial t} = -\mathbf{u} \cdot \nabla \mathbf{u} - \frac{1}{\rho_o} \nabla p + \alpha g_o \hat{r} + \nu \nabla^2 \mathbf{u}, \quad (2.25)$$

where, $\nu$ is the kinematic viscosity, which is given as $\nu = \mu/\rho_o$. We consider the fluid to be a perfect gas. Also, refering to the momentum equation given in equation (2.16), we observe that the external force $\mathbf{f}_e = \mathbf{g}$. Hence, $\rho_o \partial \text{c}_v \partial t \text{d}T/dt$, where, $\text{c}_v$ is the specific heat capacity at constant volume and $T$ is the temperature. Also, $k = \rho_o \kappa \text{c}_p$ and $\text{c}_p = \text{c}_v$, where $\text{c}_p$ is the specific heat capacity at constant pressure and $\kappa$ is the thermal diffusivity. Substituting these conditions into equation (2.22) will result in the energy equation to be

$$\frac{\partial T}{\partial t} = -\mathbf{u} \cdot \nabla T + \kappa \nabla^2 T. \quad (2.26)$$

The heating term $Q$ in equation (2.22) is absent in case a fixed temperature contrast is adopted (Glatzmaier, 2014 Chapter 1, p. 13). Regarding the boundary conditions for the equations, we either have the no-slip or stress-free boundary conditions for the velocities and we have a constant boundary condition for the temperature. They will be detailed after we show the vorticity-streamfunction formulation.

### 2.2.5 Vorticity-streamfunction formulation

Next, we consider the vorticity-streamfunction formulation of the governing equations. We use this formulation for two reasons. First reason is, we do not need to solve for the
dissipation of velocity which is numerically cumbersome. Second reason is, we reduce the number of equations so that it is computationally cheaper. We know that vorticity can be expressed as \( \omega = \nabla \times \mathbf{u} \) and we solve for a two dimensional system, where, \( u_z = 0 \) and \( \partial / \partial z = 0 \). Therefore, vorticity is represented only by its \( z \)-component as

\[
\omega = \frac{1}{r} \left[ \frac{\partial(r u_\phi)}{\partial r} - \frac{\partial u_r}{\partial \phi} \right] \hat{z} = \omega \hat{z}.
\] (2.27)

As for the velocity, it is written in terms of a streamfunction, \( \Psi \) as \( \mathbf{u} = \nabla \times (\Psi \hat{z}) \). Since we have an annular geometry, the model allows for a non-vanishing mean flow \( \bar{u}_\phi \), where the bar indicates the average over \( \phi \)-direction (Plaut and Busse (2002)). This mean flow is given as

\[
\bar{u}_\phi = \frac{1}{2\pi} \int_0^{2\pi} u_\phi d\phi.
\] (2.28)

Now, by separating this mean flow from \( \Psi \), the expression for \( \mathbf{u} \) can now be written as

\[
\mathbf{u} = \bar{u}_\phi \hat{\phi} + \nabla \times (\psi \hat{z}),
\] (2.29)

where, \( \psi \) is the non-axisymmetric streamfunction without the meanflow. The corresponding individual velocity components are

\[
u_r = \frac{1}{r} \frac{\partial \psi}{\partial \phi},
\] (2.30a)

\[
u_\phi = \bar{u}_\phi - \frac{\partial \psi}{\partial r}.
\] (2.30b)

This representation of velocity automatically satisfies the divergence free constraint shown in equation (2.24) and when substituted into the vorticity definition, we get

\[
\omega = \frac{1}{r} \frac{\partial(r \bar{u}_\phi)}{\partial r} - \nabla^2 \psi,
\] (2.31)

which is the constraint equation to solve for streamfunction along with the impermeable boundary conditions that are discussed in one of the forthcoming sections. The following set of equations are the governing equations with the vorticity-streamfunction formulation

\[
\frac{\partial T}{\partial t} = -\mathbf{u} \cdot \nabla T + \kappa \nabla^2 T,
\] (2.32a)

\[
\frac{\partial \omega}{\partial t} = -\mathbf{u} \cdot \nabla \omega + \nu \nabla^2 \omega - \alpha g_o \left( \frac{1}{r} \right) \frac{\partial T}{\partial \phi},
\] (2.32b)

\[
\omega = \frac{1}{r} \frac{\partial(r \bar{u}_\phi)}{\partial r} - \nabla^2 \psi,
\] (2.32c)

\[
\frac{\partial \bar{u}_\phi}{\partial t} = -\left( \mathbf{u} \cdot \nabla \bar{u}_\phi \right) + \Delta \bar{u}_\phi,
\] (2.32d)
where, \( \tilde{\Delta} = \partial_r (\partial_r + 1/r) \). Equation (2.32b) is the vorticity equation and it is obtained by taking the curl of the momentum conservation equation (2.25). Equation (2.32d) is the equation for mean flow \( \tilde{\omega} \). It is given as a supplement to the vorticity equation to ensure periodicity of pressure (Plaut and Busse (2002)). We then nondimensionalize these equations. Length, time, and temperature are scaled by the gap width \( D = r_o - r_i \), the viscous diffusion time \( D^2/\nu \), where, \( \nu \) is the kinematic viscosity, and \( \Delta T \), respectively.

Using these scalings, the full set of dimensionless governing equations on which we focus henceforth are

\[
\begin{align*}
\frac{\partial T}{\partial t} &= -\mathbf{u} \cdot \nabla T + \frac{1}{Pr} \nabla^2 T, \\
\frac{\partial \omega}{\partial t} &= -\mathbf{u} \cdot \nabla \omega + \nabla^2 \omega - \frac{Ra}{Pr} \left( \frac{1}{r} \right) \frac{\partial T}{\partial \phi}, \\
\omega &= \frac{1}{r} \frac{\partial (r \tilde{\omega})}{\partial r} - \nabla^2 \psi, \\
\frac{\partial \tilde{\omega}}{\partial t} &= -(\mathbf{u} \cdot \nabla \mathbf{u})_\phi + \tilde{\Delta} \tilde{\omega},
\end{align*}
\] (2.33)

The two nondimensional numbers shown in the equations are the Rayleigh number and the Prandtl number and they are discussed in the following section. Regarding the initial conditions, we provide a Gaussian perturbation on top of the conductive state. We introduce the conductive profile of the temperature \( T_c \) in an annulus geometry. It is given as a solution of

\[
\frac{d}{dr} \left( r \frac{d T_c}{dr} \right) = 0,
\] (2.34)

with boundary conditions \( T_c = 1 \) at \( r = r_i \) and \( T_c = 0 \) at \( r = r_o \). The resulting solution is given as

\[
T_c = \log \frac{r - \log r_o}{\log r_i - \log r_o}.
\] (2.35)

### 2.3 Dimensionless control parameters

The main dimensionless control parameters for our numerical simulations are the Rayleigh number and the Prandtl number. They are defined as

\[
Ra = \frac{g \alpha \Delta T D^3}{\nu \kappa},
\] (2.36)

\[
Pr = \frac{\nu}{\kappa},
\] (2.37)

The Rayleigh number measures the strength of convection. The Prandtl number is the ratio of momentum diffusivity to thermal diffusivity. It indicates about the flow structure compared to the thermal structure (Glatzmaier, 2014 Chapter 1). The radius ratio is an input to the problem and it is given as \( \eta = r_i/r_o \).
2.4 Boundary conditions

Regarding the boundary conditions for the annulus, it is naturally periodic in the azimuthal direction and it can have either a Stress-Free (SF) or a No-Slip (NS) boundary condition along the curved inner and outer boundary walls along with the impermeable condition. The impermeable boundary condition states

$$\psi = 0 \text{ at } r = r_i, \ r_o.$$  \hspace{1cm} (2.38)

The no-slip boundary condition is defined as

$$\frac{\partial \psi}{\partial r} = 0 \text{ at } r = r_i, \ r_o,$$ \hspace{1cm} (2.39)

which results in vorticity at the boundaries to be $\omega = -\frac{\partial^2 \psi}{\partial r^2}$. The stress-free boundary condition is defined as

$$\frac{\partial^2 \psi}{\partial r^2} - \frac{1}{r} \frac{\partial \psi}{\partial r} = 0 \text{ at } r = r_i, \ r_o,$$ \hspace{1cm} (2.40)

which results in vorticity at the boundaries to be $\omega = -\frac{2}{r} \frac{\partial \psi}{\partial r}$. Thus, we have four boundary conditions on $\psi$. Likewise, for equation (2.33d), the no-slip boundary condition is

$$u_\phi = 0 \text{ at } r = r_i, \ r_o,$$ \hspace{1cm} (2.41)

and stress-free boundary condition is

$$\frac{\partial u_\phi}{\partial r} - \frac{1}{r} u_\phi = 0 \text{ at } r = r_i, \ r_o.$$ \hspace{1cm} (2.42)

As for the temperature, the boundary conditions are

$$T = 1 \text{ at } r = r_i,$$ \hspace{1cm} (2.43a)

$$T = 0 \text{ at } r = r_o.$$ \hspace{1cm} (2.43b)
Chapter 3

Numerical implementation

This chapter focusses on the description of the numerical methods which were used to model thermal convection in an annulus. The spatial discretization methods are first described followed by their application to the governing equations. After that, the time discretization methods are discussed. Subsequently, the practical implementation details of the said numerical methods for the governing equations are described. After that, the various time integration methods that were implemented in the code are summarized followed by the description of the diagnostic parameters. Finally, the validation of the code is shown.

3.1 Spectral methods

Spectral methods are a class of numerical methods used to solve differential equations. These methods are extensively applied to many problems in fluid dynamics. In this thesis we use spectral methods to solve the governing differential equations that we saw in the previous chapter.

These methods belong to a class of weighted residual methods (Peyret, 2002; Boyd, 2001). It is a method where we seek an approximate solution in the form of a series expansion. For clarity, one dimensional functions are used while defining these methods. A function $u(x)$, $x$ being the independent variable, can be approximated as

$$u_N(x) \approx \sum_{m=0}^{N} \hat{u}_m \Phi_m(x), \quad a \leq x \leq b,$$

(3.1)

where, $N + 1$ is the number of modes, $u_N(x)$ is the numerical approximation of $u(x)$, $\hat{u}_m$ is the spectral coefficient and $\Phi_m(x)$ is the basis function, also called as the trial function. The basis function for a Fourier expansion is a trigonometric function $e^{inx}$ and for a Chebyshev expansion, they are Chebyshev polynomials $T_k(x)$. $a$ and $b$ are the end points.
of the physical space in \( x \). These methods usually define a residual which has to be zero in an approximate sense. A residual \( R_N \) is given to be

\[
R_N(x) = u - u_N. \tag{3.2}
\]

Consider a differential equation

\[
Lu - f = 0, \tag{3.3}
\]

where, \( L \) is the operator of the differential equation and \( f \) is a function of \( x \). The residual is defined as

\[
R_N(x) = Lu_N - f \tag{3.4}
\]

The weighted residual method consists of setting \( R_N \) to zero such that

\[
\int_a^b R_N \Psi_j w dx = 0, \quad j = 0 \text{ to } N, \tag{3.5}
\]

where, \( \Psi_i \) is the test function and \( w \) is the weight. It is to be noted that in collocation type methods, the test function is defined as

\[
\Psi_j = \delta(x - x_j), \quad j = 0 \text{ to } N, \tag{3.6}
\]

where, \( \delta \) is the Kronecker delta function. Also, the weight becomes \( w = 1 \) and the points \( x_i \) are called the collocation points. Therefore, from equation (3.4), we observe that \( R_N(x_i) = 0 \). Hence, the residual is exactly zero at the collocation points. Thus, we make the residual to be zero at a set of points which is equal in number to the undetermined coefficients or the number of modes \((N + 1)\). Since we use the collocation points, the method we use is known as the "pseudospectral" method (Boyd, 2001, Chapter 1, p. 2). However, the name "pseudospectral" also comes from using such spectral methods to a problem where nonlinear products of two dependent variables for e.g. a quadratic nonlinear term is transformed in to physical (grid) space where the variables are simply multiplied and then the product is transformed back in to the spectral (mode) space (Glatzmaier, 2014). It is notable to find the equivalence of collocation and residual methods for certain choices of the test function as in Boyd (2001).

### 3.1.1 Choice of pseudospectral methods

One reason we use the pseudospectral methods for spatial discretization of our problem is because, for a given number of degrees of freedom, these methods provide solutions which are always more accurate than the local methods such as the finite element methods or the finite difference methods when the solution sought is smooth enough, meaning there
are no sudden steep gradients of variable values at any location in the solution domain as it might occur for e.g. in the presence of a shockwave. We know that the collocation type spectral methods result in matrix problems with a full matrix. So, when the number of grid points $N$ increases, so does the memory requirement for the resulting matrix problem. Therefore, one can root for the local methods to be of good choice in such situations as they result in a sparse matrix problem and hence less memory requirement. However, for the problems we are concerned with, where we require very high spatial accuracy of order $O(10^{-9})$ or less, the amount of grid points needed in the local methods to obtain such high accuracy makes them more memory intensive than the pseudospectral methods. Moreover, given the number of grid points $N$, the pseudospectral error (Boyd, 2001, Chapter 1, p. 8) is given to be

$$\text{Pseudospectral error} \approx O\left[(1/N)^N\right].$$ (3.7)

This means that the error is decreasing faster than any finite power of $N$ because the power in this function always increases. Such a property is known as the exponential convergence (Boyd, 2001; Orzag, 1980). Therefore, considering both memory requirement and accuracy as compared to the local methods, the pseudospectral method is the method of choice for spatial discretization for our particular problem. Moreover, there are recent advances in spectral methods where they obtain a sparse matrix problem by using a Chebyshev integration method, see for e.g. in Marti et al. (2016), Gastine (2019). However, their implementation is out of scope in this work but it will be considered for future implementation. Next, we briefly describe the Fourier and Chebyshev methods used in this work.

### 3.1.2 Fourier method

In the Fourier method, we have the basis functions to be a trigonometric function. In equation (3.1), it is given as

$$\Phi_m(x) = e^{imx},$$ (3.8)

where, $i^2 = -1$. In our problem, we use the Fourier method only along the azimuthal direction since it is periodic. The assumption of periodicity in a direction along which we apply the Fourier method is mandatory because if we apply these methods along a non-periodic direction, we will introduce the Gibbs oscillations (Gibbs (1899)) because such oscillations result in the presence of sharp gradients in the solution for example near a velocity boundary layer. Such oscillations will contaminate the solution. We will now obtain expressions for the Fourier coefficients. Let the function $u(x)$ be approximated by a truncated trigonometric series as

$$u_K(x) = \sum_{m=-K}^{K} \hat{u}_m e^{imx}. $$ (3.9)
Therefore, we have to find \( N = 2K + 1 \) coefficients. Since \( u(x) \) is assumed to be real, we have

\[
\hat{u}_{-m} = \hat{u}_m^*,
\]

(3.10)

where, the star indicates complex conjugate. Next, we show the orthogonality property of an exponential complex function as

\[
\int_0^{2\pi} e^{imx} e^{-ilx} dx = \begin{cases} 2\pi & \text{if } m = l, \\ 0 & \text{if } m \neq l, \end{cases}
\]

(3.11)

where, \( e^{-ilx} \) is the test function. According to the weighted residual method, we have the scalar product

\[
(R_K, e^{-ilx})_w = 0, \quad l = -K, \ldots, K,
\]

(3.12)

where, \( w = 1 \). Expanding the above equation gives

\[
\int_0^{2\pi} R_K e^{-ilx} dx = 0, \quad (3.13)
\]

which can be further expanded as

\[
\int_0^{2\pi} \left[ u e^{-ilx} - \sum_{m=-K}^{K} \hat{u}_m e^{i(m-l)x} \right] dx = 0. \quad (3.14)
\]

Using equation (3.11) in (3.14) results in the expression for the Fourier coefficients

\[
\hat{u}_m = \frac{1}{2\pi} \int_0^{2\pi} u e^{-imx} dx, \quad m = -K, \ldots, K.
\]

(3.15)

In order to express the equation (3.15) as a discrete sum, we can apply the collocation method where the residual is zero at each of the collocation points. The collocation points are defined to be

\[
x_j = \frac{2\pi j}{N}, \quad j = 0, \ldots, N,
\]

(3.16)

where, \( x_0 = 0 \) and \( x_N = 2\pi \). Since the residual is zero at the collocation points, it is given as

\[
R_K(x_j) = u(x_j) - u_K(x_j) = 0, \quad j = 1, \ldots, N,
\]

(3.17)

and therefore

\[
u(x_j) = \sum_{m=-K}^{K} \hat{u}_m e^{imx_j}, \quad j = 1, \ldots, N,
\]

(3.18)
where $N = 2K + 1$. The discrete orthogonality relation is now given to be

$$
\sum_{i=1}^{N} e^{i(m-l)\frac{2\pi i}{N}} = \begin{cases} 
N & \text{if } m - l = kN, \ k = 0, \pm 1, \pm 2, \ldots \\
0 & \text{otherwise}
\end{cases} \quad (3.19)
$$

Multiplying equation (3.18) on both sides by $e^{-ilx}$ and summing from $j = 1, \cdots, N$ and by using the discrete orthogonality relation, we get the discrete form of equation (3.15) to be

$$
\hat{u}_m = \frac{1}{N} \sum_{j=1}^{N} u(x_j)e^{-imx_j}, \ m = -K, \cdots, K. \quad (3.20)
$$

This equation is the forward Fourier transform. For clarity, we rewrite the equation (3.9) again as

$$
u(x) = \sum_{m=-K}^{K} \hat{u}_m e^{imx}. \quad (3.21)
$$

This equation is called the inverse Fourier transform or generally the Discrete Fourier Transform (DFT) (Peyret (2002)). For the implementation of these forward and inverse Fourier transforms in the code, we use the Fast Fourier Transform FFT subroutines given by the FFTW libraries (Frigo (1999)). Next, we will describe the Chebyshev method that was used in this work.

### 3.1.3 Chebyshev method

The Chebyshev methods are generally utilized for spatial discretization along the non-periodic directions (Peyret (2002), Glatzmaier (2014)). We use the same independent variable $x$ as we used in the previous section for simplicity and will consider one dimensional functions to illustrate the forward and inverse Chebyshev transforms. Following (Glatzmaier (2014), Chapter 9), a Chebyshev polynomial of the first kind $T_k(x)$ is a polynomial of degree $k$ defined for $x \in [-1,1]$. It is given as

$$
T_k(x) = \cos(k \cos^{-1} x). \quad (3.22)
$$

From (Zwillinger 2018, Chapter 6, p. 453), it can also be expressed as,

$$
T_k(x) = \frac{k^{[k/2]}}{2} \sum_{m=0}^{[k/2]} (-1)^m \frac{(k - m - 1)!}{m!(k - 2m)!} (2x)^{k-2m}. \quad (3.23)
$$

The degree of the Chebyshev polynomial is given as the number of zeroes of the polynomial in between $-1 \leq x \leq 1$. It is shown in Fig. 3.1. When we increases the polynomial degree, the number of zero crossings cluster towards the boundaries which makes Chebyshev
methods an attractive method for numerical simulation of fluid flows with thin boundary layers. It is given from the definition of a Chebyshev polynomial of the first kind, $T_k(1) = 1$ and $T_k(-1) = (-1)^k$. Now, given

$$T_0(x) = 1, \quad (3.24)$$
$$T_1(x) = x, \quad (3.25)$$

higher degree polynomials are obtained by the recursive relation given as

$$T_{k+1}(x) = 2xT_k(x) - T_{k-1}(x). \quad (3.26)$$

For obtaining the recursion relations for the first and second derivatives of the Chebyshev polynomials, we have to use the derivatives of equations (3.24) and (3.25). The recursive relation for the first derivative is

$$\frac{dT_{k+1}}{dx} = 2T_k + 2x \frac{dT_k}{dx} - \frac{dT_{k-1}}{dx}, \quad (3.27)$$

and the recursive relation for the second derivative is

$$\frac{d^2T_{k+1}}{dx^2} = 4 \frac{dT_k}{dx} + 2x \frac{d^2T_k}{dx^2} - \frac{d^2T_{k-1}}{dx^2}. \quad (3.28)$$

These recursive relations will be used to construct the derivative matrices that we will introduce later in this chapter. Next, we define the collocation grid points we used for our problem. We use the Chebyshev-Gauss-Lobatto points [Glatzmaier 1984]. Supposing we need to define the collocation grid points between the inner boundary $x_1$ and outer boundary $x_N$, it is generally given as

$$x_l = x_1 + \frac{x_N - x_1}{2} \left[ 1 + \cos \left( \frac{(N_x - 1)\pi}{N_x - 1} \right) \right], \quad (3.29)$$
where, $1 \leq l \leq N_x$. Following [Glatzmaier 2014 Chapter 9], the function $u(x)$ expanded using Chebyshev polynomials is given as

$$u(x_l) = \left( \frac{2}{N_l - 1} \right)^{1/2} \sum_{k=0}^{N_l-1} u_k T_k(x_l),$$

(3.30)

where, the double prime indicates that the first and last terms in the summation need to be multiplied by $1/2$. The above equation is the Chebyshev inverse transform. The Chebyshev forward transform which gives us the Chebyshev coefficients is given as

$$u_k = \left( \frac{2}{N_l - 1} \right)^{1/2} \sum_{l=1}^{N_l} u(x_l) T_k(x_l).$$

(3.31)

For obtaining these Chebyshev forward and inverse transforms in the code, we use the Discrete Cosine Transform (DCT) subroutines from the FFTW library. Next, we move on to the details of the Fourier-Chebyshev pseudospectral method applied to the governing equations for our problem. A typical grid generated after the spatial discretization is shown in Fig. 3.2. Along the azimuthal direction, the grid is equispaced and along the radial direction, it is clustered at the boundaries because of the use of Chebyshev-Gauss-Lobatto points. The no-slip boundary condition dictates the velocities $(u_r, u_\phi)$ to be zero at the inner and outer boundaries of the annulus. For large Reynolds numbers $(Re)$ flows with no-slip boundary conditions, such clustering of the grid points at the boundary is an advantage as it helps to resolve the steep gradients of velocities in the boundary layer. Also, for low Prandtl number $(Pr)$ simulations, it helps us to resolve the thermal
3.2 Application of the pseudospectral method

We now move on to discuss the application of the method to our problem, see for e.g. (Glatzmaier, 2014, chapter 9, pp. 108-114).

3.2.1 Fourier expansion

We initially present the Fourier expansion of the variables in equations (2.33) as follows

\[
T(r, \phi, t) \approx 2 \sum_{m=0}^{N_m} \text{Re}(T_m(r, t)e^{im\phi}), \quad (3.32a)
\]

\[
\omega(r, \phi, t) \approx 2 \sum_{m=0}^{N_m} \text{Re}(\omega_m(r, t)e^{im\phi}), \quad (3.32b)
\]

\[
\psi(r, \phi, t) \approx 2 \sum_{m=1}^{N_m} \text{Re}(\psi_m(r, t)e^{im\phi}), \quad (3.32c)
\]

where, \(N_m + 1\) is the number of Fourier modes, \(\text{Re}(f)\) is the real part of a complex function \(f\) and the single prime on the summation symbol means the first term in the series is multiplied by \(1/2\). Recalling equations (2.30a) and (2.30b), this results in the following expansion for the individual velocities

\[
u_r = \frac{2}{r} \sum_{m=1}^{N_m} \text{Re}(im\psi_m e^{im\phi}), \quad (3.33a)
\]

\[
u_\phi = u_\phi - 2 \sum_{m=1}^{N_m} \text{Re}\left(\frac{\partial \psi_m}{\partial r}e^{im\phi}\right). \quad (3.33b)
\]

Substituting these expressions into the set of equations in (2.33) results in the following set of nondimensional spectral equations for the annulus.
\[
\frac{\partial T_m(r,t)}{\partial t} = -[\mathbf{u} \cdot \nabla T]_m(r,t) + \frac{1}{Pr} \nabla^2 T_m(r,t), \quad \text{for } m \geq 0, \tag{3.34a}
\]
\[
\frac{\partial \omega_m(r,t)}{\partial t} = -[\mathbf{u} \cdot \nabla \omega]_m(r,t) + \nabla^2 \omega_m(r,t) - \frac{Ra \, i \, m}{Pr \, r} T_m(r,t), \quad \text{for } m > 0, \tag{3.34b}
\]
\[
\omega_m(r,t) = -\nabla^2 \psi_m(r,t), \quad \text{for } m > 0, \tag{3.34c}
\]
\[
\frac{\partial \bar{u}_\phi(r,t)}{\partial t} = -[\mathbf{u} \cdot \nabla \bar{u}_\phi]_\phi(r,t) + \hat{\Delta} \bar{u}_\phi(r,t), \quad \text{for } m = 0, \tag{3.34d}
\]
\[
\omega(r,t) = \frac{1}{r} \frac{\partial (r \bar{u}_\phi(r,t))}{\partial r}, \quad \text{for } m = 0, \tag{3.34e}
\]

where, the Laplacian becomes, \(\nabla^2 = \partial_{rr} + (1/r) \partial_r - (m^2/r^2)\) and the \(m\)th mode of the term inside the square brackets is indicated by \([\cdots]_m\). \(\omega(r,t)\) from equation (3.34e) is obtained after solving for (3.34d) at \(m = 0\). Recalling that we satisfy the divergence constraint in equation (2.24), we rewrite the nonlinear terms in conservative form\(^1\), i.e., as divergences of temperature and vorticity fluxes respectively (Glatzmaier, 2014, Chapter 9, p. 105). Therefore, these terms in equations (3.34a) and (3.34b) are written as, \(\mathbf{u} \cdot \nabla T = \nabla \cdot (T \mathbf{u})\) and \(\mathbf{u} \cdot \nabla \omega = \nabla \cdot (\omega \mathbf{u})\) respectively. We write in such forms because it is easier to evaluate them in the physical space and then obtain their transforms back into Fourier space.

### 3.2.2 Chebyshev expansion

Now, coming to the Chebyshev expansion along the radius, the variables \((T_m(r,t), \omega_m(r,t), \psi_m(r,t), \bar{u}_\phi(r,t))\) can be expanded further using the Chebyshev polynomials as

\[
T_m(r_j, t) = \left( \frac{2}{N_r - 1} \right)^{1/2} \sum_{k=0}^{N_r-1} T_m^k(t) T_k(r_j), \tag{3.35a}
\]
\[
\omega_m(r_j, t) = \left( \frac{2}{N_r - 1} \right)^{1/2} \sum_{k=0}^{N_r-1} \omega_m^k(t) T_k(r_j), \tag{3.35b}
\]
\[
\psi_m(r_j, t) = \left( \frac{2}{N_r - 1} \right)^{1/2} \sum_{k=0}^{N_r-1} \psi_m^k(t) T_k(r_j), \tag{3.35c}
\]
\[
\bar{u}_\phi(r_j, t) = \left( \frac{2}{N_r - 1} \right)^{1/2} \sum_{k=0}^{N_r-1} u_\phi_0^k(t) T_k(r_j), \tag{3.35d}
\]

where, \(N_r\) is the number of radial grid points with \(1 \leq j \leq N_r\), \(k\) is the degree of Chebyshev polynomial \(T_k\) and the double prime on the summation symbol means the first and last terms in the series are multiplied by \(1/2\). \(r_j\) consists of the Chebyshev-Gauss-Lobatto

---

\(^1\)A conservative form is a native form that comes from the conservation laws which were discussed in the previous chapter.
For each Fourier mode \( m \), let the vectors \((T_m, \zeta_m, \Psi_m, u_{\phi_0})\) denote the radial values of \((T_{mk}, \omega_{mk}, \psi_{mk}, u_{\phi_0k})\) respectively for all \( k \) in the range \( 0 \leq k \leq N_r - 1 \). They are in Fourier-Chebyshev space. Now, substituting these expressions into the equations in (3.34), we get the following set of governing equations in semi-discrete form, where, for each Fourier mode \( m \) running from 0 to \( N_m \), we have to solve for the variables \( T_m, \zeta_m, \Psi_m, u_{\phi_0} \) such that

\[
\frac{dT_m}{dt} = -N_1N_{T1} - N_2mN_{T2} + L_mT_m, \quad \text{for } m \geq 0, \\
\frac{d\zeta_m}{dt} = -N_1\omega_1 - N_2m\omega_2 + L_m\zeta_m - \frac{Ra}{Pr}N_{2m}T_m, \quad \text{for } m > 0, \\
T_{\zeta m} = -L_m\Psi_m, \quad \text{for } m > 0, \\
\frac{du_{\phi_0}}{dt} = -TC_0 + L_0u_{\phi_0}, \quad \text{for } m = 0,
\]

where, \( C_0 = [(u \cdot \nabla u)_{\phi_0}]_{(m=0)k} \). \( \zeta_0 \) is updated immediately after solving for \( u_{\phi_0} \). Also, the vectors \( N_{T1} \) and \( N_{T2} \) are radial values of \((u_rT)_{mk}\) and \((u_\phi T)_{mk}\). Similarly, \( \omega_1 \) and \( \omega_2 \) are radial profiles of \((u_r \omega)_{mk}\) and \((u_\phi \omega)_{mk}\) respectively. The products in these nonlinear terms \((u_r T, u_\phi T)\) and \((u_r \omega, u_\phi \omega)\) respectively are computed pseudo-spectrally using the 2/3 rule (Boyd, 2001, Chapter 9). The concept of de-aliasing is discussed in appendix B. The operator matrices \( T, N_1, N_{2m}, L_m \) and \( L_0 \) are expressed by

\[
T = \left(\frac{2}{N_r - 1}\right)^{1/2} \sum_{k=0}^{N_r - 1} T_k, \quad (3.38a)
\]
\[
N_1 = \left(\frac{2}{N_r - 1}\right)^{1/2} \sum_{k=0}^{N_r - 1} \left[ \frac{1}{r} T_k + \frac{dT_k}{dr} \right], \quad (3.38b)
\]
\[
N_{2m} = \left(\frac{2}{N_r - 1}\right)^{1/2} \sum_{k=0}^{N_r - 1} \left[ \frac{im}{r} T_k \right], \quad (3.38c)
\]
\[
L_m = \left(\frac{2}{N_r - 1}\right)^{1/2} \sum_{k=0}^{N_r - 1} \left[ \frac{d^2 T_k}{dr^2} + \frac{1}{r} \frac{dT_k}{dr} - \frac{m^2}{r^2} T_k \right], \quad (3.38d)
\]
\[
L_0 = \left(\frac{2}{N_r - 1}\right)^{1/2} \sum_{k=0}^{N_r - 1} \left[ \frac{d^2 T_k}{dr^2} + \frac{1}{r} \frac{dT_k}{dr} \right]. \quad (3.38e)
\]
Chapter 3 – Numerical implementation

3.3 – Temporal discretization

The semi-discrete equations in (3.37) can now be cast into a system of Discrete Algebraic Equations (DAEs) as

\[
\frac{dy}{dt} = f(y, \Psi_m), \quad (3.39a)
\]

\[
0 = h(y, \Psi_m), \quad (3.39b)
\]

where \( y \) is a vector of the unknowns \((T_m, \zeta_m, u_\phi_0)\), and both \( f \) and \( h \) are vectors which are functions of the unknowns according to the equations shown in (3.37). A DAE system of equations consists of both the differential and the algebraic equations. The equations shown above comes in the class of index-2 DAEs (Ascher and Petzold, 1998, Chapter 9, p. 234). The number of times the DAE is to be differentiated in time so as to obtain an ODE after elimination gives the index of the DAE. The equation (3.39a) is the differential equation and the equation (3.39b) is the algebraic equation or the constraint and the variable \( \Psi_m \) is called the algebraic variable.

3.3 Temporal discretization

In order to obtain a solution from a problem which is time dependent, we would be required to discretize in time. The theme of this thesis is based on time domain discretization for which there are variety of numerical techniques available. Before diving into the application of the time domain discretization to the problem at hand, we will discuss some basic concepts of time domain discretization and its classes of methods. We describe methods based on finite differences in time. Although we use spectrally accurate spatial discretization, a spectrally accurate time domain discretization for e.g. a Chebyshev approximation in time would be very expensive to compute. Therefore, for simulations of fluid flows, especially in the dynamo community, we use finite differences in time. As mentioned before in the introduction, most of the present day dynamo codes use a second order time integration method alongside a highly resolved spatial discretization. In order to preserve the high accuracy of the spectral method, the truncation error associated with the finite difference approximation in time must be sufficiently small (Peyret (2002)). Therefore, despite the low order of the scheme, the stability will demand a small timestep size as we shall see in the coming sections. As we noted in the introduction, whether a higher order method will be a better choice for our practical problem is one of the questions we will answer in the next chapter that discusses the results.

3.3.1 Stiffness: Brief definition

The concept of stiffness arises when we seek numerical solution of Ordinary Differential Equations (ODEs). The term "stiff" is used by many authors in the literature in different contexts with respect to their problem. It was first coined by Curtiss and Hirschfelder.
Various aspects of stiffness in the application of numerical methods for ODEs are covered by Spijker (1996) and according to Lambert (1991), the main characteristics of stiffness can be stated as follows:

1. A linear system is stiff if all its eigenvalues have large negative real part. It will be explained in the upcoming subsections.

2. Stiffness occurs when the stability requirements force the timestep size to small values than that is required to obtain accurate solution.

3. Stiffness occurs when some components of the solution decay faster than the other.

**Point 1** assumes that the eigenvalues of the linear operator have large negative real part. Therefore, large negative real values indicate that we require small timestep sizes to maintain stability. We will now illustrate Point 1 using a simple example for basic understanding. Consider a linear system of the form

\[
\frac{dy}{dt} = Ay, \ y(t_0) = y_0,
\]

(3.40)

where, A is the operator matrix also known as the Jacobian. The solution of such a system can be analytically given as

\[
y(t) = \exp(A \cdot t) \cdot y_0.
\]

(3.41)

This solution is called analytically stable if it remains bounded as time goes to infinity. In other words, it is analytically stable if and only if all the eigenvalues of A have negative real parts, which means

\[
\text{Re}(\lambda) < 0,
\]

(3.42)

where, \( \lambda \) is the eigenvalue. In a complex \( \lambda \)-plane, the stable and unstable regions are shown in Fig. 3.3.
We will be introducing different classes of time integration methods later in this chapter. However, to illustrate numerical stability, we use a forward Euler method to equation (3.40) which results in

$$y_{n+1} = R(hA)y_n,$$  \hspace{1cm} (3.43)

where, $h = \Delta t$, is the timestep size and $R$ is the stability function which is defined in this case as $R(z) = 1 + z$. Suppose $A$ is diagonalizable with eigenvalues $\lambda_1, \cdots, \lambda_n$, we can express $y_0$ using the eigenvector basis as

$$y_0 = \sum_{i=1}^{n} \alpha_i v_i.$$  \hspace{1cm} (3.44)

From equation (3.43), we know that,

$$y_1 = R(hA)y_0,$$  \hspace{1cm} (3.45)
$$y_2 = R(hA)y_1 = (R(hA))^2y_0,$$  \hspace{1cm} (3.46)
$$\vdots$$
$$y_n = (R(hA))^ny_0.$$  \hspace{1cm} (3.47)

When using equation (3.44) in the above expression, we get

$$y_n = \sum_{i=1}^{n} (R(h\lambda_i))^n \alpha_i v_i,$$  \hspace{1cm} (3.48)

Following [Hairer and Wanner 2010] Chapter 4, p. 16), $y_n$ remains bounded for $n \to \infty$, if for all eigenvalues, the complex number $z = h\lambda_i$ lies in the set

$$S = \{z \in \mathbb{C}; |R(z)| \leq 1\} = \{z \in \mathbb{C}; |z - (-1)| \leq 1\}$$
which is a circle of radius 1 with centre at $-1$. It is illustrated in Fig. 3.4. Therefore, if we use the forward Euler method for the example problem shown in equation 3.40, we get a stable solution if the eigenvalues lie inside the unit circle shown in Fig. 3.4. Also, suppose $\lambda = -100$, then $h$ has a constraint $0 \leq h \leq \frac{2}{100}$. So, the larger the negative real eigenvalue, the smaller the timestep size. Also of importance to the time schemes are the properties A-stability and L-stability. The time scheme is A-stable if the stability region contains the set $\{ z \in \mathbb{C} | \text{Re}(z) < 0 \}$ and it is L-stable if it is A-stable and if $|\text{R}(z)| \to 0$ as $z \to \infty$.

**Point 2** means that when we use an explicit method, we will be forced to choose small timestep sizes to maintain stable solution. Let us consider a scalar advection-diffusion equation in one dimension $x$ of the form

$$\frac{\partial u}{\partial t} = u \cdot \frac{\partial u}{\partial x} + \nu \frac{\partial^2 u}{\partial x^2},$$

(3.49)

where, $u(x)$ is the required solution, $\nu$ is the kinematic viscosity, $u \frac{\partial u}{\partial x}$ is the nonlinear term and $\nu \frac{\partial^2 u}{\partial x^2}$ is the linear term. The stability conditions for the above equation if we treat the time discretization explicitly can be given as

$$\Delta t_{\text{explicit}} = \alpha \min \left[ \min \left( \frac{\Delta x}{u_{\text{max}}} \right), \min \left( \frac{\Delta x^2}{\nu} \right) \right],$$

(3.50)

where, $\alpha$ is known as the Courant-Friedrichs-Lewy (CFL) number (Courant et al. (1928)) and $\Delta x$ is the grid spacing. From the above equations, it is clear that if we use a fully explicit method in time, the timestep size is restricted by the square of the smallest grid size or the strongest $u$ or the largest magnitude of $u$. Usually it is the grid size which affects the $\Delta t$, however, it remains to be seen if that changes at very high $Re$.

**Point 3** means that if the timescale for diffusion, $\tau_L$, is smaller compared to the nonlinear timescale, $\tau_{NL}$, in other words, if there is a disparity in timescales, stiffness will ensue.

Large eigenvalues (point 1) means we need to use smaller timesteps which also results when we use a less stable method (point 2) and small $\tau_L$ (point 3) values can result from stringent stability conditions as well. Therefore, in a way all three points are connected to each other. We will continue to identify stiffness in a general sense with these three points in the future. However, we will discuss how we perceive stiffness for our problem when we discuss the results.

### 3.3.2 Approaches for integration in time

Now, following Peyret (2002), the way to treat the equations in time depends on the type of equations we handle which signify the fluid flow type. As mentioned in the introduction, we deal with the governing equations which contain both diffusive and advective components. Generally the different ways to integrate in time are categorized into three different types as follows
• **Fully explicit method** These methods are generally used for compressible flows or incompressible flows with variable viscosity cases where nonlinearity exists in both the advective and diffusive components.

• **Fully implicit method** These methods are generally applied for very "stiff" problems and especially in conjunction with local methods for spatial discretization. The term "stiff" generally means that, when any explicit scheme applied to such problems creates extremely small timestep sizes.

• **Implicit-Explicit (IMEX) method** These methods are generally used for problems which we concern ourselves with, where, an implicit scheme is applied on the linear component of the equation and an explicit scheme is applied on the nonlinear component of the equation. Thus, for the problem at hand we will use the IMEX approach for time domain discretization.

Before we proceed with the IMEX methods, we will now introduce the two classes of time stepping strategies which we follow in this thesis. They are the multistep and the multistage methods. We will discuss them as follows.

### 3.3.3 Multistep methods: Basic construction

#### 3.3.3.1 Methods based on integration

In this section, we will give an introduction to the multistep methods. The multistep methods use several time levels simultaneously and the order of accuracy of the method is usually defined by the number of time levels. Let us consider an Initial Value Problem (IVP) of the form

\[
\frac{dy}{dt} = f(t, y), \quad y(t_0) = y_0.
\]  
(3.51)

Initially, we show the first time integration method provided by Leonard Euler (Euler, 1758). Suppose we choose \( \Delta t \) as the timestep size and \( t_n = t_0 + n \Delta t \), the Euler method says

\[
y_{n+1} = y_n + \Delta t f(t_n, y_n),
\]  
(3.52)

where, the value of \( y_n \) is an approximate solution to the ordinary differential equation in equation (3.51). This method is a one-step method where it uses one previous time level and it is an explicit method of order one. The first multistep method was introduced in the article Bashforth (1883). His problem was solved using a multistep method introduced by J.C. Adams. In one-step methods, one seeks the numerical solution only from the differential equation and the initial value. Adams devised a multistep method consisting of two parts (Hairer et al., 2008). First, a starting procedure which provides \( y_1, \cdots, y_{k-1} \) which are approximations to the exact solutions at the points \( t_0 + \Delta t, \cdots, t_0 + (k-1) \Delta t \) and
then the multistep scheme to obtain an approximation to the exact solution \( y(t_0 + k\Delta t) \). Based on the \( k \) successive steps, it is applied recursively to obtain \( y(t_0 + (k - 1)\Delta t) \) and so on. One way to obtain the starting values is to use any one-step method or start with a low order Adams method and use very small timestep sizes. For illustrative purposes, we will now derive the Adams method. This was the first multistep method and it is known as the Adams-Bashforth method. Consider the notation \( t_i = t_0 + i\Delta t \) and suppose we know the numerical approximations \( y_n, y_{n-1}, \ldots, y_{n-k+1} \) to the exact solution \( y(x_n), \ldots, y(x_{n-k+1}) \) of the Initial Value Problem (IVP) shown in equation (3.51). The integrated form of the IVP can be written as

\[
y(t_{n+1}) = y(t_n) + \int_{t_n}^{t_{n+1}} f[t, y(t)]dt. \tag{3.53}
\]

We have assumed that we know the previous timestep values of \( y(t) \) \( (y_{n-k+1}, \ldots, y_n) \) and thus the function values

\[
f_i = f(t_i, y_i) \text{ for } i = n - k + 1, \ldots, n. \tag{3.54}
\]

Therefore, the function \( f(t, y(t)) \) can be approximated as a polynomial \( p(t) \) through the points \( \{(t_i, y_i)|i = n - k + 1, \ldots, n\} \) as shown in Fig. 3.5. The polynomial is expressed in terms of Newton’s backward differences

\[
\nabla^0 f_n = f_n, \quad \nabla^{j+1} f_n = \nabla^j f_n - \nabla^j f_{n-1}. \tag{3.55}
\]

For clarity, we show for \( j = 1 \),

\[
\nabla^1 f_n = \nabla^0 f_n - \nabla^0 f_{n-1} = f_n - f_{n-1} \tag{3.56}
\]

and for \( j = 2 \),

\[
\nabla^2 f_n = \nabla^1 f_n - \nabla^1 f_{n-1}, \\
= f_n - f_{n-1} - (f_{n-1} - f_{n-2}), \\
= f_n - 2f_{n-1} + f_{n-2}. \tag{3.57}
\]
Now, the polynomial is given as

\[
p(t) = p(t_n + h\Delta t) = \sum_{j=0}^{k-1} (-1)^j \binom{-h}{j} \nabla^j. \tag{3.58}
\]

where,

\[
h = \frac{t - t_n}{\Delta t}, \tag{3.59}
\]

and

\[
(-1)^j \binom{-h}{j} = \frac{h(h+1) \cdots (h+j-1)}{j!}. \tag{3.60}
\]

This is the Newton’s interpolation formula \cite{Newton1711}. Therefore, we can write equation (3.53) as

\[
y_{n+1} = y_n + \int_{t_n}^{t_{n+1}} p(t) dt. \tag{3.61}
\]

Inserting equation (3.58) in equation (3.61) gives

\[
y_{n+1} = y_n + \int_{t_n}^{t_{n+1}} \sum_{j=0}^{k-1} (-1)^j \binom{-h}{j} \nabla^j f_n dt. \tag{3.62}
\]

We know that \( r = \frac{(t - t_n)}{\Delta t} \), therefore, we do a change of variables from \( t \) to \( r \) in the integral which means, at \( t = t_n \), \( r = 0 \) and at \( t = t_{n+1} \), \( r = 1 \). Also \( dt = \Delta t dr \). Therefore, we get

\[
y_{n+1} = y_n + \Delta t \sum_{j=1}^{k-1} \left[ \int_{0}^{1} (-1)^j \binom{-h}{j} dh \right] \nabla^j f_n, \tag{3.63}
\]

which can be simplified as

\[
y_{n+1} = y_n + \Delta t \sum_{j=0}^{k-1} \gamma_j \nabla^j f_n, \tag{3.64}
\]

where the coefficients \( \gamma_j \) satisfy

\[
\gamma_j = (-1)^j \int_{0}^{1} \binom{-h}{j} dh. \tag{3.65}
\]

The coefficients \( \gamma_j \) are usually obtained by a recursive relation \cite[Chapter 3, p. 359]{Hairer2008}. It is given as

\[
\gamma_m + \frac{1}{2} \gamma_{m-1} + \frac{1}{3} \gamma_{m-2} + \cdots + \frac{1}{m+1} \gamma_0 = 1. \tag{3.66}
\]
For illustrative purposes, let us derive the time scheme for $k = 2$. For continuity, we once again write the general time scheme as

$$y_{n+1} = y_n + \Delta t \sum_{j=0}^{k-1} \gamma_j \nabla^j f_n.$$  \hfill (3.67)

Therefore, for $k = 2$, we get

$$y_{n+1} = y_n + \Delta t \sum_{j=0}^{1} \gamma_j \nabla^j f_n,$$  \hfill (3.68)

which can be further simplified as

$$y_{n+1} = y_n + \Delta t [\gamma_0 \nabla^0 f_n + \gamma_1 \nabla^1 f_n].$$  \hfill (3.69)

We will first get the values of the coefficients $\gamma_0$ and $\gamma_1$ as

$$\gamma_0 = \int_0^1 (-1)^0 \begin{pmatrix} -h \\ 0 \end{pmatrix} \, dh,$$  \hfill (3.70)

which becomes

$$\gamma_0 = \int_0^1 dh = 1.$$  \hfill (3.71)

Likewise,

$$\gamma_1 = \int_0^1 (-1)^1 \begin{pmatrix} -h \\ 1 \end{pmatrix} \, dh,$$  \hfill (3.72)

which becomes

$$\gamma_1 = \int_0^1 \frac{h}{1!} \, dh = \frac{1}{2}.$$  \hfill (3.73)
Therefore, equation (3.68) can be written as

\[ y_{n+1} = y_n + \Delta t \left[ f_n + \frac{1}{2} (f_n - f_{n-1}) \right]. \]  
(3.74)

Thus, one obtains

\[ y_{n+1} = y_n + \Delta t \left( \frac{3}{2} f_n - \frac{1}{2} f_{n-1} \right), \]  
(3.75)

which is the second order Adams-Bashforth method. We use it for the treatment of the advective component of the governing equations. Adams also constructed an implicit scheme that involves the evaluation of the function \( f_{n+1} \) at the point \((t_{n+1}, f_{n+1})\). This method is also known as the Adams-Moulton method. The polynomial expressing the functions of previous timesteps and the present one as is the case now is shown in Fig. 3.6. It is given as

\[ q(t) = q(t_n + \Delta t) = \sum_{j=0}^{k} (-1)^j \binom{-h+1}{j} \nabla^j f_{n+1}, \]  
(3.76)

Therefore,

\[ y_{n+1} = y_n + \int_{t_n}^{t_{n+1}} q(t) \, dt. \]  
(3.77)

The implicit scheme can now be written as

\[ y_{n+1} = y_n + \Delta t \sum_{j=0}^{k} \alpha_j \nabla^j f_{n+1}, \]  
(3.78)

where, the coefficient \( \alpha_j \) satisfies

\[ \alpha_j = (-1)^j \int_0^1 \binom{-h+1}{j} \, dr. \]  
(3.79)

For order \( k = 2 \), the method becomes

\[ y_{n+1} = y_n + \frac{\Delta t}{2} (f_{n+1} + f_n). \]  
(3.80)

This method is also known as the Crank-Nicholson method which results from the Adams-Moulton method for \( k = 2 \). It can also be obtained as a combination of a forward Euler method and a backward Euler method. As discussed in chapter 1, this is a commonly used time scheme since Glatzmaier (1984) and it is used to treat the diffusive component of the governing equations.
3.3.3.2 Methods based on differentiation

Now that we have seen the workings of a multistep method based on integration, we will now describe a multistep method based on differentiation. These methods are called the Backward Difference Formula (BDF) methods. They were first introduced by [Curtiss and Hirschfelder (1952)]. We will be using the BDF methods to treat the diffusive component of the governing equations. Assume the approximations as $y_{n-k+1}, \ldots, y_n$ to the exact solution of equation (3.51) are known. As with the multistep methods shown before, we choose a polynomial $l(t)$ which interpolates the values \(\{(t_i, y_i) \mid i = n - k + 1, \ldots, n + 1\}\). This polynomial is expressed in terms of backward differences as

$$l(t) = l(t_n + \Delta t) = \sum_{j=0}^{k} (-1)^j \binom{-h+1}{j} \nabla^j y_{n+1}. \quad (3.81)$$

$y_{n+1}$ will be determined when the polynomial $l(t)$ satisfies the differential equation at one grid point at least, i.e.

$$l'(t_{n+1-i}) = f(t_{n+1-i}, y_{n+1-i}). \quad (3.82)$$

If we put $i = 1$ we can obtain explicit time schemes. For example, $i = 1$ will give the explicit Euler method. In this case, we put $i = 0$ and we can draw a polynomial like the one shown in Fig. 3.7. The implicit backward difference formula is now given as

$$\sum_{j=0}^{k} \delta_j \nabla^j y_{n+1} = \Delta t f_{n+1}, \quad (3.83)$$

where the coefficients are

$$\delta_j = (-1)^j \frac{d}{dh} \binom{-h+1}{j} \bigg|_{r=1}. \quad (3.84)$$

By using binomial expansion of

$$(-1)^j \binom{-h+1}{j} = \frac{1}{j!} (h - 1) h (h + 1), \ldots, (h + j), \quad (3.85)$$

the coefficients now become

$$\delta_0 = 0, \ \delta_j = \frac{1}{j} \text{ for } j \geq 1. \quad (3.86)$$

Therefore, the BDF method now reads

$$\sum_{j=1}^{k} \frac{1}{j} \nabla^j y_{n+1} = \Delta t f_{n+1}. \quad (3.87)$$
For illustrative purposes we will list the second, third and fourth order BDF scheme as follows:

For $k = 2$ (second order),
\[
\frac{3}{2} y_{n+1} - 2y_n + \frac{1}{2} y_{n-1} = \Delta t f_{n+1}.
\] (3.88)

For $k = 3$ (third order),
\[
\frac{11}{6} y_{n+1} - 3y_n + \frac{3}{2} y_{n-1} - \frac{1}{3} y_{n-2} = \Delta t f_{n+1}.
\] (3.89)

For $k = 4$ (fourth order),
\[
\frac{25}{12} y_{n+1} - 4y_n + 3y_{n-1} - \frac{4}{3} y_{n-2} + \frac{1}{4} y_{n-3} = \Delta t f_{n+1}.
\] (3.90)

We have thus seen the construction of the multistep methods with a simple ODE equation given in (3.51). Also, these time schemes are valid for fixed timestep sizes only. For variable timestep sizes, we will have to change the weights. However, for the problem at hand, we have already mentioned that we will be using an IMEX formalism which we will describe soon. Next, we discuss about the multistage methods.

### 3.3.4 Multistage methods: Basic construction

The multistage methods are basically one-step methods which involve calculation of intermediate values at each time level. Let us once again consider an Initial Value Problem (IVP) of the form

\[
\frac{dy}{dt} = f(t, y), \quad y(t_0) = y_0.
\] (3.91)

Suppose we choose $\Delta t$ as the timestep size and $t_n = t_0 + n\Delta t$, as shown in the previous section, the explicit one-step Euler method \textit{(Euler, 1758)} reads

\[
y_{n+1} = y_n + \Delta t f(t_n, y_n).
\] (3.92)
The value of \(y_n\) is an approximate solution to the ODE shown in equation (3.91). Runge (1895) used the midpoint rule to this ODE which results in

\[
y(t_0 + \Delta t_0) \approx y_0 + \Delta t f \left( t_0 + \frac{\Delta t}{2} + y \left( t_0 + \frac{\Delta t}{2} \right) \right) \tag{3.93}\]

He then used the Euler method with timestep size \(\Delta t/2\) and wrote the above equation as

\[
k_1 = f(t_0, y_0),
k_2 = f \left( t_0 + \frac{\Delta t}{2}, y_0 + \frac{\Delta t}{2} k_1 \right),
y_1 = y_0 + \Delta t k_2. \tag{3.94}\]

Thus, Runge (1895) introduced a method that is second order accurate.

### 3.3.4.1 General formulation of explicit Runge-Kutta methods

Runge (1895) and Heun (1900) made inroads to the development of the first multistage methods. After that, Kutta (1901) gave a general framework to obtain explicit multistage methods of any order, methods now known as the Runge-Kutta methods. It can be described as follows. Let \(s\) be the number of stages of the Runge-Kutta method and \(a_{21}, a_{31}, a_{32}, \cdots, a_{s1}, a_{s2}, \cdots, b_s, c_2, \cdots, c_s\) be real coefficients. The general \(s\)-stage Explicit Runge-Kutta (ERK) method can be given as

\[
k_1 = f(t_0, y_0),
k_2 = f \left( t_0 + \frac{\Delta t}{2}, y_0 + \frac{\Delta t}{2} k_1 \right),
k_3 = f \left( t_0 + c_3 \Delta t, y_0 + \Delta t (a_{31} k_1 + a_{32} k_2) \right)
\]

\[\vdots\]

\[
k_s = f \left( t_0 + c_s \Delta t, y_0 + \Delta t (a_{s1} k_1 + \cdots + a_{s,s-1} k_{s-1}) \right)
y_1 = y_0 + \Delta t (b_1 k_1 + \cdots + b_s k_s). \tag{3.95}\]

The other condition which has to be satisfied is

\[
c_i = \sum_{j=1}^{i-1} a_{ij}, \text{ for } i = 1, 2, \cdots, s. \tag{3.96}\]

These conditions express that all points where \(f\) is evaluated are first order approximations to the solution. Following (Hairer et al., 2008, Chapter 2, p. 134), a Runge-Kutta method has an order \(p\) if for sufficiently smooth problems

\[
\|y(t_0 + \Delta t) - y_1\| \leq K \Delta t^{p+1}, \tag{3.97}\]

where, \(K\) is a constant. This equation means that the Taylor’s series for the exact solution \(y(t_0 + \Delta t)\) and the numerical solution coincide up to and including the term \(h^p\). From
Butcher (1964b), it became customary to write the constants in the method in a particular format known as the Butcher’s tableau. For the \( s \)-stage ERK, the Butcher’s tableau is given as

\[
\begin{array}{ccccccc}
0 & 0 & 0 & 0 & \cdots & 0 \\
c_2 & a_{21} & 0 & 0 & \cdots & 0 \\
c_3 & a_{31} & a_{32} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
c_s & a_{s1} & a_{s2} & \cdots & a_{s,s-1} & 0 \\
\hline
b_1 & b_2 & \cdots & b_{s-1} & b_s
\end{array}
\] (3.98)

Therefore, the second order Runge’s method introduced before can now be given in Butcher’s table as

\[
\begin{array}{cccc}
0 & 0 & 0 \\
\frac{1}{2} & \frac{1}{2} & 0 \\
0 & 1 \\
\end{array}
\] (3.99)

The Butcher’s tableau will be extensively used to show all the different multistage time integration methods used in this thesis. Other important requirements of the Runge-Kutta method are the order conditions which are to be satisfied to maintain the said order of the method (Butcher, 1964b; Hairer et al., 2008). For illustrative purposes we show the order conditions for the ERK up to order three as follows

For first order accuracy

\[
\sum_{i=1}^{s} b_i = 1. \tag{3.100}
\]

For second order accuracy

\[
\sum_{i=1}^{s} b_i c_i = \frac{1}{2}. \tag{3.101}
\]

For third order accuracy

\[
\sum_{i=1}^{s} b_i c_i^2 = \frac{1}{3}; \quad \sum_{i=1}^{s} \sum_{j=1}^{s} b_i a_{ij} c_j = \frac{1}{6}. \tag{3.102a}
\]

Such order conditions vary depending on the type of Runge-Kutta method being used. Also, stage order is an important ingredient of a multistage Runge-Kutta method. From Bendsten (1997), a stage order is defined as follows. An \( s \)-stage Runge-Kutta method is
said to have a stage order \( q \) if \( q \) is the largest number such that the condition \( C(q) \), i.e.

\[
\sum_{j=1}^{n} a_{ij} c_{j}^{k-1} = \frac{c_{i}^{k}}{k} \quad \text{for} \quad k = 1, \ldots, q \quad \text{and all} \quad i, \tag{3.103}
\]

holds. It is considered that, when a Runge-Kutta method is applied to a stiff problem, the order of accuracy is reduced to the stage order of the method (Ascher and Petzold 1998, Chapter 4, p. 107). Therefore, a low stage order method may result in overall order reduction when applied to stiff equations. Also, when these Runge-Kutta methods are applied to our index-2 DAE system of governing equations, severe order reduction will ensue unless we satisfy the necessary additional order conditions pertaining to the type of the method (Ascher and Petzold 1998, Chapter 10, p. 271). We will study such phenomena for our problem when we discuss the results.

Now that we have discussed the basic workings of multistep and multistage time integration methods, we will next talk about the IMEX methods and their application to our problem.

### 3.3.5 IMEX methods: Application to our problem

The mixed set of DAEs resulting from the Fourier-Chebyshev discretization described in the previous section has to be integrated in time. We solve the system of DAEs simultaneously in time using time integration methods which are developed for ODEs. We focus on the well known Implicit-Explicit (IMEX) time integrators (Ascher et al. 1995, 1997) and analyze their performance when applied to this problem. There are different families of IMEX methods, and here we are interested in both IMEX multistep and IMEX multistage methods (Ascher et al. 1997; Kennedy and Carpenter 2003). At each timestep, the temperature equation is solved first as it is not directly coupled with the vorticity or the streamfunction equations. After we solve for temperature, we solve for the mean azimuthal velocity and the two coupled equations for vorticity and streamfunction equations. We will describe the multistep and multistage methods in the upcoming subsections.

### 3.3.6 IMEX multistep methods

For our problem, the DAEs shown in the equations (3.39) can be rewritten as

\[
\frac{dy}{dt} = f^{a}(y) + f^{d}(y), \tag{3.104a}
\]

\[
0 = h(y, \Psi_{m}), \tag{3.104b}
\]

The terms \( f^{a} \) and \( f^{d} \) denote the advective and the diffusive components of the equation. In our problem however, we deal with the algebraic constraint by solving the DAE simultaneously. Such approaches for discretizing DAEs in time were introduced by Gear (1971).
Since we advance equation (3.104a) in time, an IMEX method consists of applying an implicit discretization for $f^d$ and an explicit one for $f^a$ (Ascher et al. (1995)). Now, consider $s$ to be the number of multisteps of an IMEX method with $s \geq 1$. Let $\Delta t$ be the timestep size and $y_n$ denote the approximate solution at time $t_n = n\Delta t$. Then, for fixed $\Delta t$, according to Ascher et al. (1995), a general linear multistep IMEX method can be written as

$$\frac{1}{\Delta t} y_{n+1} + \frac{1}{\Delta t} \sum_{j=0}^{s-1} a_j y_{n-j} - c_{-1} f^d(y_{n+1}) = \sum_{j=0}^{s-1} b_j f^a(y_{n-j}) + \sum_{j=0}^{s-1} c_j f^d(y_{n-j}), \quad (3.105)$$

where $c_{-1} \neq 0$. An $s$-step IMEX method cannot have order of accuracy greater than $s$ (Ascher et al. (1995)). The IMEX methods we use have the same order as the number of steps. For the case with variable $\Delta t$, following Wang and Ruuth (2008), we denote $\Delta t_{n+j} = t_{n+j+1} - t_{n+j}$ and assume previous $s$ values of $y^{n+j}$, $j = 0, 1, \cdots, s-1$, are known. Correspondingly, a general linear multistep method for variable $\Delta t$ can be written as

$$\frac{1}{\Delta t_{n+s-1}} \sum_{j=0}^{s} \alpha_{j,n} y_{n+j} = \sum_{j=0}^{s-1} \beta_{j,n} f^a(y_{n+j}) + \sum_{j=0}^{s} \gamma_{j,n} f^d(y_{n+j}), \quad (3.106)$$

where $\alpha_{s,n} \neq 0$, $\gamma_{s,n} \neq 0$ and $s \geq 2$. The variable coefficients $\alpha_{j,n}$, $\beta_{j,n}$ and $\gamma_{j,n}$ are functions of the step-size ratios $\Delta t_i/\Delta t_{i-1}$ for $i = n + 1, \cdots, n + s - 1$, $s \geq 2$ and they satisfy the order conditions shown in Wang and Ruuth (2008).

### 3.3.7 IMEX Runge-Kutta methods (IMEX-RK)

The IMEX-RK method is constructed as a multistage method (Ascher et al. (1997), Gardner et al. (2018)). At each stage we solve the system of DAEs simultaneously. More details of how we solve them will be discussed in the next section. Considering equation (3.104a) which is advanced in time, the diffusive part is treated implicitly using $s$-stage Diagonally Implicit Runge-Kutta (DIRK) method and advective part is treated explicitly using Explicit Runge-Kutta (ERK) method. To advance from time $t_n$ to time $t_{n+1}$, IMEX-RK solution requires $s$ sub-stages and one final stage of assembly depending on the type of the method. The coefficients are given in the form of Butcher’s tables (Ascher et al. (1997)). The Butcher’s tableau for the implicit part is given as

$$\begin{align*}
0 & | 0 & 0 & 0 & \cdots & 0 \\
c_2 & | a_{21} & a_{22} & 0 & \cdots & 0 \\
c_3 & | a_{31} & a_{32} & a_{33} & 0 & \vdots \\
\vdots & | \vdots & \vdots & \vdots & \ddots & 0 \\
c_s & | a_{s1} & a_{s2} & \cdots & a_{s,s-1} & a_{ss} \\
& | b_1 & b_2 & \cdots & b_{s-1} & b_s
\end{align*} \quad (3.107)$$
The Butcher’s tableau for the explicit part is given as

\[
\begin{array}{cccccc}
0 & 0 & 0 & 0 & \cdots & 0 \\
c_2 & \hat{a}_{21} & 0 & 0 & \cdots & 0 \\
c_3 & \hat{a}_{31} & \hat{a}_{32} & 0 & 0 & \vdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & 0 \\
c_s & \hat{a}_{s1} & \hat{a}_{s2} & \cdots & \hat{a}_{s,s-1} & 0 \\
\hline
\hat{b}_1 & \hat{b}_2 & \cdots & \hat{b}_{s-1} & \hat{b}_s
\end{array}
\]  

(3.108)

with the condition

\[
c_i = \sum_{j=1}^{s} a_{ij} = \sum_{j=1}^{s} \hat{a}_{ij}, \; i = 1, 2, \cdots, s.
\]  

(3.109)

Now, the general solution at each stage \((i = 1, 2, \cdots, s)\) can be written as

\[
Y_i = y_n + \Delta t \sum_{j=1}^{i} a_{ij} f^d(t_n + c_j \Delta t, Y_j) + \Delta t \sum_{j=1}^{i-1} \hat{a}_{ij} f^a(t_n + c_j \Delta t, Y_j). 
\]  

(3.110)

So, at each stage we need to solve for \(Y_i\) and find \(f^d(Y_i), f^a(Y_i)\). We can find \(Y_i\) by rearranging equation (3.110) as

\[
(I - \Delta t a_{ii} f^d) Y_i = y_n + \Delta t \sum_{j=1}^{i-1} a_{ij} f^d(t_n + c_j \Delta t, Y_j) \\
+ \Delta t \sum_{j=1}^{i-1} \hat{a}_{ij} f^a(t_n + c_j \Delta t, Y_j). 
\]  

(3.111)

The final assembly stage for advancing to the next time step is written as

\[
y_{n+1} = y_n + \Delta t \sum_{j=1}^{s} b_j f^d(t_n + c_j \Delta t, Y_j) + \Delta t \sum_{j=1}^{s} \hat{b}_j f^a(t_n + c_j \Delta t, Y_j). 
\]  

(3.112)

However, there are methods where the assembly stage is avoided. These methods are known as Stiffly Accurate (SA) IMEX-RK methods [Ascher et al. 1997; Boscarino et al. 2013]. A DIRK method is stiffly accurate when

\[
b_j = a_{s,j}, \; i = 1, 2, \cdots, s,
\]  

(3.113)

and an ERK method is stiffly accurate when

\[
\hat{b}_j = \hat{a}_{s,j}, \; i = 1, 2, \cdots, s.
\]  

(3.114)
3.3.8 IMEX methods: Implementation details

With respect to time discretization of the equations in \[ (3.37) \], we will always be using an IMEX strategy which was discussed in the previous two subsections. The problem in the equations shown in \[ (3.37) \] will always be reduced to solving for each timestep, for each Fourier mode \( m \), a matrix system \( A \mathbf{x} = \mathbf{b} \) along the non-periodic radial direction, where \( A \) is the operator matrix, \( \mathbf{x} \) is the required solution in Fourier-Chebyshev space and \( \mathbf{b} \) is the right hand side (rhs) of the equations which contains the nonlinear terms that are treated explicitly and the rhs is represented in the Fourier-real space. The construction of the right hand side \( \mathbf{b} \) will vary with the time integration method used. Given that we have the variables at time \( t_n = n \Delta t \), in order to obtain the value of variables solved at time \( t_{n+1} \), generally, an IMEX time discretization method applied to temperature equation \[ (3.37a) \] can be expanded and written as

\[
\left( \frac{2}{N_r - 1} \right)^{1/2} \sum_{k=0}^{N_r-1} T_k(r_j) - \frac{\lambda \Delta t}{Pr} \left( \frac{d^2 T_k(r_j)}{dr^2} + \frac{1}{r} \frac{dT_k(r_j)}{dr} - \frac{m^2}{r^2} T_k(r_j) \right) T_{mk}^{n+1} = b_m^n(r_j),
\]

where, the value of constant coefficient \( \lambda \) depends on the time integration method used. In matrix notation, for \( m \geq 0 \), equation \[ (3.115) \] becomes,

\[
A_m \mathbf{x}_{m_r}^{n+1} = \mathbf{b}_{m_r}^n,
\]

where,

\[
\mathbf{x}_{m_r}^{n+1} = [T_{m0}^{n+1}, T_{m1}^{n+1}, \ldots, T_{m(N_r-1)}^{n+1}]^T,
\]

\[
\mathbf{b}_{m_r}^n = [b_{m1}^n(T), b_{m2}^n(T), \ldots, b_{mN_r}^n(T)]^T.
\]

\( A_m \) is a \( N_r \times N_r \) matrix. We have fixed temperature at the boundaries which is a Dirichlet type boundary condition and it has to be applied in the first and the last rows of \( A_m \). This can be the schematically represented (Glatzmaier [2014] Chapter 9, p. 113) for \( N_r = 5 \) as

\[
\begin{bmatrix}
T_{10}/2 & T_{11} & T_{12} & T_{13} & T_{14}/2 \\
A_{20m}/2 & A_{21m} & A_{22m} & A_{23m} & A_{24m}/2 \\
A_{30m}/2 & A_{31m} & A_{32m} & A_{33m} & A_{34m}/2 \\
A_{40m}/2 & A_{41m} & A_{42m} & A_{43m} & A_{44m}/2 \\
T_{50}/2 & T_{51} & T_{52} & T_{53} & T_{54}/2
\end{bmatrix}
\begin{bmatrix}
T_{m0}^{n+1} \\
T_{m1}^{n+1} \\
T_{m2}^{n+1} \\
T_{m3}^{n+1} \\
T_{m4}^{n+1}
\end{bmatrix}
= \begin{bmatrix}
0 \\
b_{m2}^n(T) \\
b_{m3}^n(T) \\
b_{m4}^n(T)
\end{bmatrix},
\]

where, \( C = [2/(N_r - 1)]^{1/2} \). The first and last rows of \( A_m \) are replaced by the Chebyshev functions of degree \( k \) at \( r \)-level \( j \), \( T_{jk} \equiv T_k(r_j) \). The updated temperature is in the Fourier-Chebyshev space and the right-hand side elements for \( r \)-level \( j \) and Fourier mode \( m \) are \( b_{mj}^n(T) \equiv b_{m1}^n[T(r_j)] \). Regarding the equation for mean azimuthal velocity, proceeding as
before, after discretizing (3.37d) in time, the matrix system we get is

\[ A_0 x_{n+1} = b_n, \quad (3.120) \]

where,

\[ x_{n+1} = [u_{n+1}, u_{n+1}, \cdots, u_{n(N_r-1)}]^T, \quad (3.121) \]

\[ b_n = [b_{n0}(\omega), b_{n02}(\omega), \cdots, b_{nN_r}(\omega)]^T. \quad (3.122) \]

The method to apply boundary condition for this equation is equivalent to that shown in equation (3.119).

Now, turning to the vorticity and streamfunction equations (3.37b) and (3.37c) respectively, we note here that we solve this DAE simultaneously. After discretizing equation (3.37b) in time, the resulting coupled block matrix system for \( m > 0 \) is

\[
\begin{bmatrix}
A_{m11} & A_{12} \\
A_{21} & A_{m22}
\end{bmatrix}
\begin{bmatrix}
x_{n+1}^m \\
x_{n+1}^m
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
b_m
\end{bmatrix},
\quad (3.123)
\]

where, matrix \( A_{m11} \) is the operator matrix \( L_m \) given in equation (3.38d), matrix \( A_{12} \) is the operator matrix \( T \) given in equation (3.38a), matrix \( A_{21} \) is a matrix filled with zeros and matrix \( A_{m22} \) is the same matrix \( A_m \) shown in equations (3.116). Likewise, the vectors in equation (3.123) are given as

\[ x_{n+1}^m = [\psi_{n+1}^m, \psi_{n+1}^m, \cdots, \psi_{m(N_r-1)}]. \quad (3.124) \]

\[ x_{n+1}^m = [\omega_{n+1}^m, \omega_{n+1}^m, \cdots, \omega_{m(N_r-1)}]. \quad (3.125) \]

\[ b_m = [b_{m1}^n(\omega), b_{m02}^n(\omega), \cdots, b_{mN_r}^n(\omega)]^T. \quad (3.126) \]

The impermeability condition \( \psi = 0 \) is incorporated along the top and bottom rows of \( A_{m11} \) and \( A_{12} \). The no-slip or stress-free conditions involving radial derivatives are incorporated along the top and bottom rows of \( A_{21} \) and \( A_{m22} \). All four boundary conditions are represented by a series of Chebyshev coefficients along the same lines as done in equation (3.119). The matrix equations are solved using standard matrix solvers available in the \textit{LAPACK} routines \texttt{dgetrf} and \texttt{dgetrs} (Anderson et al., 1999). The \texttt{dgetrf} routine is used for computing the LU factorization and the \texttt{dgetrs} routine is used for solving the system using the factored matrix obtained by using the \texttt{dgetrf} routine.

### 3.3.8.1 Treatment of IMEX-RK methods with an assembly stage

We explained how we solve the matrix problem in the previous subsection. However, not all methods are stiffly accurate and we have used the IMEX-RK methods which require
an assembly stage. When we perform the assembly step as shown in equation (3.112), it is trivial to apply the boundary condition for a variable if it is of constant value independent of other variables. However, we have a situation where we solve the matrix problem for the vorticity equation coupled with the streamfunction equation along with four boundary conditions on \( \psi \). So, we don’t impose any boundary conditions on the vorticity. Now, when we perform the assembly step we need to take care of the boundary value of vorticity to make sure we get an accurate and stable solution. When we get to the assembly step we first assemble \( \omega \) using equation (3.112). Using this value of \( \omega \), we solve for the stream function equation given in equation (2.33c) along with its Dirichlet boundary conditions given in equation (2.38). For \( m > 0 \), it takes the matrix form

\[
L_m x^{n+1}_{m,\psi} = -b^{n+1}_{m,\omega},
\]

where, \( L_m \) is the operator matrix shown in equation (3.38d) and the vectors are

\[
x^{n+1}_{m,\psi} = [\psi^{n+1}_{m,0}, \psi^{n+1}_{m,1}, \cdots, \psi^{n+1}_{m,(N_r-1)}]^T, \tag{3.128}
\]

\[
b^{n+1}_{m,\omega} = [\omega^{n+1}_{m,1}, \omega^{n+1}_{m,2}, \cdots, \omega^{n+1}_{m,N_r}]^T. \tag{3.129}
\]

We use the impermeable boundary condition for \( \psi \) and we apply it on the top and bottom rows of \( L_m \). Once we solve this equation, we recover the velocities \( u_r \) and \( u_\phi \) using equations (3.33a) and (3.33b). In order to update the value of \( \omega \) at the boundaries, for each \( m > 0 \), we use the interior nodal values of \( \psi \) along the radius. According to the no-slip boundary condition, \( \omega \) at the boundaries is defined to be

\[
\omega = -\frac{\partial^2 \psi}{\partial r^2} \text{ at } r = r_i, \ r_o. \tag{3.130}
\]

We define a local polynomial interpolant of \( \psi \) to approximate \( \omega \). Let \( L(r) \) be the unique interpolating polynomial of degree at most \( J + 1 \) determined by \( J + 2 \) conditions

\[
L(r_j) = \psi_{m,j} \text{ for } 0 \leq j \leq J, \ L'(r_0) = K, \tag{3.131}
\]

where, \( K \) is a prescribed constant and \( r_0 \) can be either \( r_i \) or \( r_o \). Now, \( L(r) \) can be written as

\[
L(r) = \sum_{j=0}^{J} \psi_{m,j} l_j(r) + \left[ K - \sum_{j=0}^{J} \psi_{m,j} l_j'(r_0) \right] (r - r_0) l_0(r), \tag{3.132}
\]

where, \( l_j \) are the Lagrange interpolation basis functions (Abramowitz and Stegun 1965) and \( l_j' \) is the first derivative of the Lagrange polynomial. For the boundary condition on \( \omega \) shown in equation (3.130), the local vorticity boundary condition in terms of Lagrange
interpolants at \( r = r_i \) and \( r = r_o \) reads as

\[
\omega_{m,0} = -L''(r_0) = - \left( \sum_{j=0}^I \psi_{m,j} \left[ l_j''(r_0) - 2l_j'(r_0)l_j'(r_0) \right] + 2Kl_j'(r_0) \right),
\]

(3.133)

where \( l_j'' \) is the second derivative of the Lagrange polynomial. The first and second derivatives of the Lagrange polynomials are expanded and written as

\[
l_j'(r) = \sum_{i=0, i\neq j}^I \left[ \frac{1}{r_j - r_i} \prod_{p=0, p\neq (i,j)}^I \frac{r - r_p}{r_j - r_p} \right],
\]

(3.134)

\[
l_j''(r) = \sum_{i=0, i\neq j}^I \frac{1}{r_j - r_i} \left[ \sum_{p=0, p\neq (i,j)}^I \left( \frac{1}{r_j - r_p} \prod_{q=0, q\neq (i,j,p)}^I \frac{r - r_q}{r_j - r_q} \right) \right].
\]

(3.135)

The no-slip boundary condition on \( \psi \) will result in \( K = 0 \). Therefore, we implement equation (3.133) in the code to make sure we satisfy the vorticity boundary condition in the case of an assembly step while using the IMEX-RK methods. In the case of a stress-free boundary condition, one would set \( K = u_\phi \) in equation (3.133) to obtain the vorticity at the boundaries.

Also, there is an additional complication with the use of stress-free boundary condition while using methods which have an assembly stage. It arises in the assembly step for the mean flow velocity, \( \bar{u}_\phi \). For stress-free boundaries, mean flow velocity is not zero at the boundaries and while we perform an assembly step, the solution is advanced in time only at the interior collocation nodes. Therefore, the boundary values must be updated by another way. After we perform the assembly step, we follow Canuto (1986) to update the boundary values of \( \bar{u}_\phi \). It is explained as follows. The stress-free boundary condition for \( \bar{u}_\phi \) is given as

\[
\frac{\partial \bar{u}_\phi}{\partial r} - \frac{1}{r} \bar{u}_\phi = 0 \text{ at } r = r_i, r_o.
\]

(3.136)

Following (Canuto 1986, p. 816), we write the boundary conditions as

\[
\beta \frac{\partial \bar{u}_\phi}{\partial r} + \alpha \bar{u}_\phi = 0 \text{ at } r = r_o,
\]

(3.137)

\[
\delta \frac{\partial \bar{u}_\phi}{\partial r} + \gamma \bar{u}_\phi = 0 \text{ at } r = r_i.
\]

(3.138)

Therefore, from equation (3.136), we find the coefficients to be

\[
\alpha = -\frac{1}{r_o}, \quad \beta = 1, \quad \gamma = -\frac{1}{r_i}, \quad \delta = 1.
\]

(3.139)
Now, following (Canuto, 1986, p. 818), we find the boundary values of $u_\phi$ at the new time level by solving the system of equations shown below:

\begin{align}
(\alpha + \beta d_{00})u^N_o + \beta d_{0N}u^N_N &= -\beta \sum_{j=1}^{N-1} d_{0j}u^N_j, \\
(\gamma + \delta d_{NN})u^N_N + \delta d_{N0}u^N_o &= -\delta \sum_{j=1}^{N-1} d_{Nj}u^N_j,
\end{align}

\tag{3.140}

\tag{3.141}

where, $u = u_\phi$, $N = N_r$ and $\{d_{ij}\}$ is the matrix representing the first derivative at the collocation points in physical space. Following (Peyret, 2002, Chapter 3, pp. 49-50), to understand how $\{d_{ij}\}$ is constructed, let us define a solution $u_N(x)$ where, $x_i = \cos(\pi i/N)$, $i = 0, \ldots, N$, as follows:

\[ u_N(x) = \sum_{j=0}^{N} l_j(x)u(x_j), \tag{3.142} \]

where, $u_N(x_j) = u(x_j)$ and $l_j(x)$ is the Lagrange polynomial. Now, we write the general expression for the $p$th derivative of $u_N^{(p)}$ by differentiating equation (3.142) $p$ times as

\[ u_N^{(p)}(x) = \sum_{j=0}^{N} l_j^{(p)}u_N(x_j), i = 0, \ldots, N, \tag{3.143} \]

where, $d_{i,j}^{(p)} = l_j^{(p)}(x_i)$. The expression of the first derivative is thus given as

\begin{align}
    d_{i,j}^{(1)} &= \frac{\tau_j (-1)^{i+j}}{\tau_j x_i - x_j}, \quad 0 \leq i, j \leq N, \quad i \neq j, \\
    d_{i,i}^{(1)} &= -\frac{x_i}{2(1-x_i^2)}, \quad 1 \leq i \leq N - 1, \\
    d_{0,0}^{(1)} &= -d_{N,N}^{(1)} = \frac{2N^2 + 1}{6}, \tag{3.144} \\
\end{align}

where, $x_i = \cos(\pi i/N)$, $\tau_o = \tau_N = 2$, $\tau_j = 1$ for $1 \leq j \leq N - 1$.

### 3.3.9 Summary of time integration methods

We investigate the accuracy and performance of 24 IMEX methods in Table 3.1 from the literature. Among the IMEX multistep methods, we investigate four different methods namely the CNAB2 (Crank-Nicholson, Adams-Bashforth) which has order 2 and the three Backward Difference Formula (BDF) methods namely SBDF2, SBDF3 and SBDF4 with orders 2, 3, and 4 respectively (Ascher et al., 1995). The stencils for these multistep methods are shown in the appendix. Regarding the IMEX-RK methods, we investigate a variety of methods from the literature. We adopt the following naming convention for the
methods listed in Table 3.1. The letters in each of the method names denote the initials of the authors in the reference and the numbers from left to right denote the number of implicit solves, number of explicit solves and the overall order of the method respectively (Grooms and Julien, 2011). The properties of the methods are shown along each column of Table 3.1 from left to right. The last column shows the references. Each IMEX-RK method listed in Table 3.1 is given in Butcher’s tableau format in the appendix.

### Table 3.1: Properties of the IMEX-RK methods used.

<table>
<thead>
<tr>
<th>Method</th>
<th>nf^d</th>
<th>nf^a</th>
<th>Order</th>
<th>Stability</th>
<th>S.A.</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARS222</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Ascher et al. (1997)</td>
</tr>
<tr>
<td>ARS232</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Ascher et al. (1997)</td>
</tr>
<tr>
<td>BPR442</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Boscarino et al. (2017)</td>
</tr>
<tr>
<td>PC332</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>✓</td>
<td>✓  ✓</td>
<td>* - *</td>
</tr>
<tr>
<td>D332</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Duan (2016)</td>
</tr>
<tr>
<td>ARS443</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Ascher et al. (1997)</td>
</tr>
<tr>
<td>ARS343</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Ascher et al. (1997)</td>
</tr>
<tr>
<td>ARS233</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Ascher et al. (1997)</td>
</tr>
<tr>
<td>CFN343</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Calvo et al. (2001)</td>
</tr>
<tr>
<td>BR553</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Boscarino and Russo (2016)</td>
</tr>
<tr>
<td>BPR433</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Boscarino et al. (2013)</td>
</tr>
<tr>
<td>BR343</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Boscarino and Russo (2007)</td>
</tr>
<tr>
<td>D543</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Duan (2016)</td>
</tr>
<tr>
<td>CB343</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Cavaglieri and Bewley (2015)</td>
</tr>
<tr>
<td>L543</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Liu and Zou (2006)</td>
</tr>
<tr>
<td>CB564</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Cavaglieri and Bewley (2015)</td>
</tr>
<tr>
<td>L564</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Liu and Zou (2006)</td>
</tr>
<tr>
<td>CFN564</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>✓</td>
<td>✓  ✓</td>
<td>Calvo et al. (2001)</td>
</tr>
</tbody>
</table>

nf^d indicates the number of implicit solves per step that involve the diffusive component f^d, nf^a indicates the number of explicit stages that involve the advective component f^a. Order denotes the theoretical order of accuracy where E is the order of the ERK method, I is the order of the DIRK method and A is the overall order of the IMEX-RK method. Stability denotes the type of stability property, A and L for each of the IMEX-RK methods. S.A. indicates whether the ERK or DIRK part of the method is stiffly accurate, b_j = \hat{b}_j indicates if the DIRK and ERK methods have the same solution weights to compute the final assembly of y_{n+1} and c_j = \hat{c}_j indicates if the DIRK and ERK methods are evaluated at the same stage time.
3.4 Diagnostics

There are certain diagnostic parameters to compute from the solution to obtain useful information and to check solution correctness. Next, we denote the spatial average over whole area of the annulus by \( \langle \cdots \rangle \). For a field \( f(r, \phi) \), it is given as

\[
\langle f \rangle = \frac{1}{A} \int_A f(r, \phi) r \, dr \, d\phi,
\]

where, \( A \) is the total area of the annulus. Also, overbars \( \overline{\cdots} \) indicate time average. We compute the Kinetic Energy (KE) at specified time intervals of the simulation. At a given instant in time, it is given by

\[
KE = \frac{1}{2} (u_r^2 + u_\phi^2).
\]

The Nusselt number \( (Nu) \) is the ratio of total heat flux to the heat carried by conduction. We calculate it at the inner and outer boundaries of the flow domain at specified time intervals of the simulation run. It is denoted as \( Nu_{r_o} \) and \( Nu_{r_i} \) respectively. The Nusselt number at the outer boundary is given as

\[
Nu_{r_o} = \frac{(dT/dr)_{r_o}}{(dT/dr)_{r_o}} = \frac{\eta \log(\eta(dT/dr)_{r_o})}{1 - \eta},
\]

and the Nusselt number at the inner boundary is given as

\[
Nu_{r_i} = \frac{(dT/dr)_{r_i}}{(dT/dr)_{r_i}} = \log(\eta(dT/dr)_{r_i}) \frac{1 - \eta}{1 - \eta}.
\]

The balance of both these Nusselt numbers indicates that thermal relaxation has been reached and it is a good indicator for convergence of the solution. Now, we define the Reynolds number \( (Re) \) which measures the ratio of inertial to viscous forces. With our choice of scales, it is given as the Root Mean Square (RMS) value of the velocities as

\[
Re = \sqrt{\langle u_r^2 + u_\phi^2 \rangle}.
\]

The next diagnostic quantity we compute from the solution at specified time intervals is the power balance. From the solution, we check if the viscous dissipation balances the buoyancy power. This balance indicates that we satisfy the kinetic energy budget [Petschel et al., 2015]. The expression for viscous dissipation is given as

\[
\epsilon_U = \langle u \cdot \nabla^2 u \rangle.
\]

Using the vector identity \( \nabla \times \nabla \times u = \nabla \nabla (\nabla \cdot u) - \nabla^2 u \), the divergence constraint given in equation (2.24) and the vorticity definition, the viscous dissipation term now becomes

\[
\epsilon_U = -\langle [u \cdot (\nabla \times \omega)] \rangle.
\]
It can further be expanded and written as

\[
\epsilon_U = - \left[ \int_0^{2\pi} \int_{r_i}^{r_o} u_r \frac{\partial \omega}{\partial \phi} \, dr \, d\phi - \int_0^{2\pi} \int_{r_i}^{r_o} u_\phi \frac{\partial \omega}{\partial r} \, rdr \, d\phi \right].
\] (3.152)

After performing integration by parts on the above equation, we end up with the following expression

\[
\epsilon_U = - \left[ \langle \omega^2 \rangle - 2 \int_0^{2\pi} (u_\phi^2_{r=r_o} - u_\phi^2_{r=r_i}) \, d\phi \right].
\] (3.153)

Now, with regards to the boundary conditions, for stress-free boundaries, we can use equation (3.153) to calculate the viscous dissipation and for no-slip boundaries we use only the 1st term of equation (3.153). The buoyancy power is given by

\[ P = \frac{Ra}{Pr} \langle u_r T \rangle. \] (3.154)

We also define the kinetic energy spectra \( E(m) \). It is represented as a function of the Fourier modes \( m \) as

\[
E(m) = \frac{1}{2} \int_{r_i}^{r_o} [u_r^2(m, r) + u_\phi^2(m, r)] rdr,
\] (3.155)

where, the velocities \( u_r \) and \( u_\phi \) are represented in the Fourier-real space \((m, r)\). The kinetic energy spectra is an useful measure as it can provide the Fourier mode at which the energy is maximum, which in turn can signify the number of convection rolls in the flow domain. Also, the plot of kinetic energy versus the number of Fourier modes can be an indication of the spectral convergence of the method. We also show the Chebyshev spectra for the variables \( T \) and \( \omega \) to check if the solution is spatially resolved along the \( r \)-direction. More on Fourier-Chebyshev discretization will be discussed in the next chapter.

Next, we define the error norms which are used to compute errors from the solution. We define a \( L^2 \) error norm and a \( L^2 \) relative error norm and denote them as error and relative error respectively. For temperature \( T \) and the velocities \( u_r \) and \( u_\phi \), we define a combined relative error as

\[
\text{relative} \| \epsilon \|_{L^2} = \left[ \frac{\langle (T - T_R)^2 \rangle}{\langle T_R^2 \rangle} + \frac{\langle (u_r - u_{rR})^2 \rangle}{\langle u_{rR}^2 \rangle} + \frac{\langle (u_\phi - u_{\phi R})^2 \rangle}{\langle u_{\phi R}^2 \rangle} \right]^{1/2}
\] (3.156)

where subscript \( R \) indicates the reference value. As for the vorticity \( \omega \), we define a \( L^2 \) measure of the error to be

\[
\| \epsilon \|_{L^2} = \sqrt{\frac{1}{A} \langle (\omega - \omega_R)^2 \rangle}.
\] (3.157)

Also, we will be using the same \( L^2 \) measure of the error for the radial velocity \( u_r \).
Chapter 3 – Numerical implementation

3.5 Benchmark

The code for solving the problem using the aforementioned pseudospectral methods and time-stepping strategies was written from scratch in the Fortran programming language. The code contains several modules and subroutines where each module has specific dependencies. We perform a simulation with the parameters $Ra = 10^5$, $Pr = 1.0$, $N_r = 64$ and $N_m = 64$ with no-slip boundary conditions and with the SBDF4 time integration method. We then check for the convergence of the solution. Fig. 3.8 shows the diagnostic plots from the solution. From Fig. 3.8, plot (a) shows the saturation of the kinetic energy. Plot (b) indicates that the Nusselt number at the inner radius matches the Nusselt number at the outer radius implying that the thermal equilibrium has been reached. Plot (c) indicates that the power budget is satisfied as the viscous dissipation and the buoyancy power matches well and they attain a saturated value. From these plots we ascertain that solution is converged.

Furthermore, to benchmark the code with peer reviewed results, it is compared with a reference solution obtained by Alonso et al. (2000) who also studied the problem of thermal convection in an annulus. They performed their numerical simulations using spectral methods with a fixed radius ratio of $\eta = 0.3$ and Prandtl number $Pr = 0.025$. The benchmark simulation was performed for exactly the same set of parameters as in Alonso et al. (2000). Fig. 3.9 shows that the plot of $Nu$ versus $Ra$ coincide for the solution from the code and the reference. This match between the reference and the code is also shown in the Table 3.2. Furthermore, for the range of Rayleigh numbers shown in Fig. 3.9 we observe an oscillation of the solution about the periodic azimuthal direction. We performed a simulation with the parameters $Ra = 6500$, $Pr = 0.025$, $N_r = 32$, $N_m = 192$ from the reference Alonso et al. (2000) along with no-slip boundary condition and with
Figure 3.9: Plot of Nusselt number versus the Rayleigh number for the solutions from the code and the reference. The runs are performed with $\eta = 0.3$, $Pr = 0.025$, $N_r = 32$ and $N_m = 192$ with no-slip boundary conditions. We use the ARS443 time integration method for this analysis.

Table 3.2: Table for comparison of Nusselt numbers.

<table>
<thead>
<tr>
<th>Ra</th>
<th>Reference $Nu - 1$</th>
<th>Code $Nu - 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1892</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>2510</td>
<td>0.163</td>
<td>0.162</td>
</tr>
<tr>
<td>3268</td>
<td>0.383</td>
<td>0.383</td>
</tr>
<tr>
<td>4013</td>
<td>0.544</td>
<td>0.544</td>
</tr>
<tr>
<td>4106</td>
<td>0.562</td>
<td>0.561</td>
</tr>
<tr>
<td>4500</td>
<td>0.617</td>
<td>0.618</td>
</tr>
<tr>
<td>5000</td>
<td>0.679</td>
<td>0.678</td>
</tr>
<tr>
<td>5500</td>
<td>0.733</td>
<td>0.733</td>
</tr>
<tr>
<td>6000</td>
<td>0.783</td>
<td>0.783</td>
</tr>
<tr>
<td>6500</td>
<td>0.827</td>
<td>0.827</td>
</tr>
<tr>
<td>7000</td>
<td>0.871</td>
<td>0.869</td>
</tr>
</tbody>
</table>

the ARS443 time integration method. We chose ARS443 randomly out of all the IMEX-RK methods to test if such methods are accurate enough. We obtained the frequency of oscillation to be $f = 5.15$ which exactly matched with the published value. Thus we ascertain that the code was benchmarked and ready to be used for the study of various time integration methods. The code is christened as Light weight Framework of time schemes for Annular Convection (FALCon). It will be submitted in an open source online repository in due time.
Chapter 4

Results

This chapter focuses on the description and detailed analysis of the results which are obtained after performing numerical simulations using the chosen set of time integration methods for the problem of thermal convection in an annulus.

4.1 Summary of cases

We perform multiple simulations with a wide range of input parameter values of the Rayleigh number $Ra$ and the Prandtl number $Pr$. The 11 simulation cases that were performed are listed in Table 4.1 along with their respective input and output parameters. All the cases performed have no-slip boundary conditions. We analyzed the accuracy and performance of all the IMEX and IMEX-RK methods mentioned in the previous section for each case in Table 4.1. This enables us to study how the time integration methods perform in both strongly linear and strongly nonlinear flow regimes. A majority of seven cases are done with Prandtl number $Pr = 1$. Low Prandtl number simulations are of interest in the dynamo community since liquid metals usually have low $Pr$. Also, it is of interest in the solar dynamo community where $Pr \sim 10^{-3}$ (Chillà and Schumacher, 2012). Therefore, we perform three cases with $Pr = 0.025$. We perform one high $Pr$ simulation with $Pr = 40$. We study the accuracy and the cost for all the 24 time schemes listed in Table 3.1 of the previous chapter. Therefore, we analyse in total 264 separate cases. For each of these cases, we study the accuracy and the cost for a wide range of timestep sizes $\Delta t$. On an average, we have a set of ten $\Delta ts$ for each case, and therefore, we perform 2,640 simulation runs in total. Apart from these runs, we also perform a detailed stability analysis for a set of chosen time schemes which are applied to all the cases shown in Table 4.1. That is a separate study which will be shown in due course of this chapter.
Table 4.1: Summary table of numerical simulations performed.

<table>
<thead>
<tr>
<th>Case</th>
<th>$Ra$</th>
<th>$Pr$</th>
<th>$N_m$</th>
<th>$N_r$</th>
<th>BC</th>
<th>$Re$</th>
<th>$Nu$</th>
<th>$\epsilon_U$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$2 \times 10^3$</td>
<td>1.00</td>
<td>36</td>
<td>36</td>
<td>NS</td>
<td>2.77</td>
<td>1.15</td>
<td>$1.89 \times 10^3$</td>
<td>$1.89 \times 10^3$</td>
</tr>
<tr>
<td>1</td>
<td>$1 \times 10^4$</td>
<td>1.00</td>
<td>48</td>
<td>48</td>
<td>NS</td>
<td>18.33</td>
<td>2.51</td>
<td>$9.30 \times 10^4$</td>
<td>$9.28 \times 10^4$</td>
</tr>
<tr>
<td>2</td>
<td>$1 \times 10^7$</td>
<td>40.0</td>
<td>256</td>
<td>256</td>
<td>NS</td>
<td>27.34</td>
<td>12.68</td>
<td>$4.40 \times 10^5$</td>
<td>$4.40 \times 10^5$</td>
</tr>
<tr>
<td>3</td>
<td>$1 \times 10^6$</td>
<td>1.00</td>
<td>64</td>
<td>64</td>
<td>NS</td>
<td>75.28</td>
<td>4.54</td>
<td>$2.21 \times 10^6$</td>
<td>$2.21 \times 10^6$</td>
</tr>
<tr>
<td>4</td>
<td>$1 \times 10^6$</td>
<td>1.00</td>
<td>128</td>
<td>96</td>
<td>NS</td>
<td>273.61</td>
<td>8.07</td>
<td>$4.20 \times 10^7$</td>
<td>$4.19 \times 10^7$</td>
</tr>
<tr>
<td>5</td>
<td>$1 \times 10^4$</td>
<td>0.025</td>
<td>192</td>
<td>64</td>
<td>NS</td>
<td>547.63</td>
<td>2.11</td>
<td>$1.13 \times 10^8$</td>
<td>$1.11 \times 10^8$</td>
</tr>
<tr>
<td>6</td>
<td>$1 \times 10^7$</td>
<td>1.00</td>
<td>160</td>
<td>128</td>
<td>NS</td>
<td>937.34</td>
<td>13.86</td>
<td>$7.23 \times 10^8$</td>
<td>$7.24 \times 10^8$</td>
</tr>
<tr>
<td>7</td>
<td>$1 \times 10^6$</td>
<td>0.025</td>
<td>320</td>
<td>128</td>
<td>NS</td>
<td>2205.39</td>
<td>4.27</td>
<td>$3.15 \times 10^9$</td>
<td>$3.15 \times 10^9$</td>
</tr>
<tr>
<td>8</td>
<td>$1 \times 10^8$</td>
<td>1.00</td>
<td>256</td>
<td>256</td>
<td>NS</td>
<td>3586.14</td>
<td>22.95</td>
<td>$1.33 \times 10^{10}$</td>
<td>$1.33 \times 10^{10}$</td>
</tr>
<tr>
<td>9</td>
<td>$1 \times 10^6$</td>
<td>0.025</td>
<td>384</td>
<td>160</td>
<td>NS</td>
<td>6733.84</td>
<td>6.16</td>
<td>$5.14 \times 10^{10}$</td>
<td>$5.27 \times 10^{10}$</td>
</tr>
<tr>
<td>10</td>
<td>$1 \times 10^9$</td>
<td>1.00</td>
<td>384</td>
<td>384</td>
<td>NS</td>
<td>13159.46</td>
<td>44.60</td>
<td>$2.59 \times 10^{11}$</td>
<td>$2.60 \times 10^{11}$</td>
</tr>
</tbody>
</table>

All simulation runs are performed with radius ratio of $\eta = 0.35$, with constant acceleration due to gravity and no-slip boundary conditions. All the 24 time integration methods are analysed for all the cases shown here.

Although our focus is to analyse the time integration methods, we need to make sure that the physics of the solution is technically sound. Therefore we will first discuss the solution physics in the following section.

### 4.1.1 Solution physics

We will now show the solution physics for three different Rayleigh numbers, $Ra = 10^7$, $Ra = 10^8$ and $Ra = 10^9$ with $Pr = 1$. We choose this particular set of input parameters because these three Rayleigh numbers are the largest ones among all the simulation cases shown in Table 4.1. Also, they are one order of magnitude apart which means that the physical solution for each of the three cases are different. We first show the plots of the time averaged solution spectra in the Fourier and Chebyshev space for the three cases in Fig. 4.1. Plot (a) of Fig. 4.1 shows the kinetic energy spectra as a function of the azimuthal wavenumber. The kinetic energy peaks at $m = 3$ for the three Rayleigh numbers. As the number of Fourier modes increases, we see that the kinetic energy spectra shows almost five decades of decay in amplitude. This indicates that the number of grid points in the azimuthal direction suffices. Coming to plot (b) and plot (c) of Fig. 4.1 it shows the normalized Chebyshev spectra of temperature and vorticity respectively as a function of the number of Chebyshev modes for one given azimuthal wavenumber. We see at least six orders of fall for the coefficients as the number of Chebyshev modes increases. This indicates that we have enough grid points along the radial direction. Therefore, we are assured that the solution is finely resolved. This enables us to focus on errors in the time discretization part.
Figure 4.1: (a) Kinetic energy spectra with maximum energy for the three highest Rayleigh numbers. (b) Normalized Chebyshev spectra of $T$ scaled with respect to their maximum value at $m = 3$ for three highest Rayleigh numbers. (c) Normalized Chebyshev spectra of $\omega$ scaled with respect to their maximum value at $m = 3$ for three highest Rayleigh numbers. All the plots shown are for $Pr = 1$ and are averaged in time.

We also checked the balance of Nusselt number $Nu$ at the inner and outer boundaries for all the cases and we make sure they balance each other when we attain saturation of kinetic energy. This indicates that the thermal equilibrium has been reached. Also, we check the balance of viscous dissipation and buoyancy power. They are of the same order of magnitude for all the cases indicating that the power budget has been satisfied. For example, for case 10, $\epsilon_U = 2.59 \times 10^{11}$ and $P = 2.60 \times 10^{11}$ indicating that they are of same order of magnitude. Now, to visualize the solution, we show the contour plots of the temperature ($T$) and the vorticity ($\omega$) overplotted with the streamlines, for the three Rayleigh numbers $Ra = 10^7$, $Ra = 10^8$ and $Ra = 10^9$ in Fig. 4.2. From the figure, we can observe that, as the Rayleigh number increases, the flow becomes more and more chaotic referring to the time dependency of the system, indicating that the nonlinear terms in
the governing equations become stronger and the Reynolds number $Re$ increases. We also note from Fig. 4.2 that the three temperature plumes shown in the left panel of figures indicate three upwellings and three downwellings of convection cells which are shown in
Figure 4.3: Left panel of figures indicate contour plots of total temperature $T$. Right panel of figures indicate contour plots of vorticity $\omega$ and the streamlines in the flow. The plots in the top row are for $Ra = 10^7$, $Pr = 0.025$, the plots in the middle row are for $Ra = 10^7$, $Pr = 1$ and the plots in the bottom row are for $Ra = 10^7$, $Pr = 40$.

the vorticity plots along the right panel of figures. The three plumes also correspond to the maximum kinetic energy observed at $m = 3$ in plot (a) of Fig. 4.1. Also, the thermal boundary layers and plume width decreases when $Ra$ increases. For illustrative purposes
we also show the contour plots for three different Prandtl numbers for $Ra = 10^7$. We observe from Fig. 4.3 that, for $Pr = 0.025$ and $Pr = 1$, the number of temperature plumes is three which corresponds to maximum kinetic energy at $m = 3$. Comparing the solution for these two Prandtl numbers, due to the presence of strong mean flow and large inertia in the case of $Pr = 0.025$, the Reynolds number is already of order $10^4$ whereas for the case with $Pr = 1$, the $Re$ is of order close to $10^3$. The bottom row of Fig. 4.3 shows the contour plots for $Pr = 40$. For such large $Pr$, the momentum diffusivity is higher than the thermal diffusivity and the resulting Reynolds number is $Re = 27.34$ which is very low in this case as compared to a case with $Pr = 1$ where $Re = 937.34$.

Next, in Fig. 4.4, we show the time and azimuthally-averaged temperature and RMS value of velocity as a function of radius for the highest Reynolds number (case 10: $Ra = 10^9$, $Pr = 1$, $Re = 13159.46$). The thermal boundary layer scales inversely to the Nusselt number and the viscous boundary layer scales inversely to the square of the Reynolds number (Scheel and Schumacher 2014) which makes

$$
\delta_T \approx \frac{1}{Nu}, \quad \delta_u \approx \frac{1}{\sqrt{Re}},
$$

where, $\delta_T$ and $\delta_u$ are the thermal and viscous boundary layer thicknesses. In our case we have more than 10 points in these boundary layers. We make sure all the simulation cases are well resolved along the boundaries.

### 4.1.2 Nusselt and Reynolds number scalings

There are two input parameters to the problem, the Rayleigh number $Ra$ and the Prandtl number $Pr$. The two important output parameters we measure are the Nusselt number $Nu$ and the Reynolds number $Re$ which were defined in chapter 2. It is of interest to obtain the quantitative behaviour of $Nu$, $Re$ as a function of $Ra$ and $Pr$ e.g. (Johnston
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and Doering, 2009; Gastine et al., 2015). Since we have performed simulations with a wide range of Rayleigh numbers, it is only natural to study the scalings of Nusselt and Reynolds numbers with respect to the Rayleigh number. We restrict our attention in this case to \( Pr = 1 \) to obtain a scaling law since for this value of \( Pr \), we have maximum number of cases using which we can obtain a reasonable scalings of \( Nu \) and \( Re \). Plot (a) of Fig. 4.5 shows the plot of \( Nu \) versus \( Ra \) for three different values of \( Pr \). We obtain a fit for the Nusselt number as \( Nu \approx 0.225 \times Ra^{0.253} \) for \( Pr = 1 \). Plot (b) of Fig. 4.5 shows the plot of \( Re \) versus \( Ra \) for three different values of \( Pr \). For \( Pr = 1 \), we obtain a fit for the Reynolds number as \( Re \approx 0.091 \times Ra^{0.573} \). In Fig. 4.6, we also plot the compensated Nusselt and Reynolds numbers as a function of the Rayleigh number. We see from plot (a) of Fig. 4.6 that, as \( Ra \) increases, \( Nu \) tends to scale as \( Nu \sim Ra^{1/3} \). Also, the solution from the code closely matches with the reference (Zhu et al., 2018). Plot (b) of Fig. 4.6 shows the compensated \( Re \) as a function of \( Ra \). From the literature (Grossmann and Lohse (2000)), we expect \( Re \) to scale as \( Re \sim Ra^{1/2} \). Gastine et al. (2015) verified this scaling law in their results where they showed that the compensated \( Re \) initially rises for increasing \( Ra \) and dips at a large value of \( Ra \). We expect the plot to go down for higher \( Ra \) than shown. We also observe that \( Nu \) does not change considerably for different values of \( Pr \). However, \( Re \) varies by at least one order of magnitude for different values of \( Pr \) we tried, keeping the same value of \( Ra \). This is because, the low value of \( Pr = 0.025 \) makes way for a strong inertia and mean flow in the system compared with a system with \( Pr = 1 \) for the same \( Ra \) value and hence the flow is more nonlinear and hence the increase in \( Re \). On the other hand, \( Pr = 40 \) makes the system more linear for the same value of \( Ra \) which results in smaller value of \( Re \).
4.2 Time integration: Accuracy and cost

We now proceed to analyse all the time schemes given in Table 3.1 for their accuracy and cost. Accuracy is measured by the $L^2$ error and relative error as defined in chapter 3 and cost is the amount of physical time taken in seconds. We use constant timestep sizes for this analysis. We make sure we use enough grid resolution so that no major spatial errors creep in to the temporal errors which we are interested here. An illustration of how we calculate the accuracy and the cost is shown in Fig. 4.7. Regarding the accuracy plots, for scheme $A$, for each $\Delta t$, we plot a point which corresponds to the calculated error. After plotting for all the timestep sizes from the largest to the smallest ones, we will obtain the convergence rate or slope of the time scheme. The maximum timestep size shown for each method is the timestep size above which the solution blows up. For our analysis, we use the first three points of the accuracy curve for each scheme to calculate the slope, which is shown in red color in the schematic. As for the cost calculation, the cost $A_1$ shown in the schematic for e.g. can be determined as

$$\text{cost}_{A_1} = \frac{C_1 \times \text{time duration of simulation}}{\Delta t_{A_1}},$$

(4.2)

where, $C_1$ is the physical time taken for one iteration using the corresponding time scheme. Therefore, for the given time scheme, for each $\Delta t$ we calculate the associated error and the cost and plot them. To illustrate the selection of the best performing time scheme, we show the blue continuous line which shows the required accuracy or the level of the error we require. We see that it first intersects along the cost curve of scheme $A$ and correspondingly we obtain the lowest cost possible among the two schemes shown. Therefore, scheme $A$ shows better performance than scheme $B$.

We will select two important cases out of the dataset for illustrative purposes and compare all the time schemes with each other. We use the Reynolds number $Re$ to select the two
cases because $Re$ is a good measure of whether a flow regime is linear or nonlinear. As we mentioned in the introduction, our goal is to find good time integration methods which can help us reach extreme parameter regimes. Therefore, our focus is on the highest $Re$ simulation which is a strongly nonlinear one. We will therefore select a strongly nonlinear case and a more laminar case and discern the differences thereafter. We will show the accuracy and cost of the variables ($T, u_r, u_\phi$) using the combined measure of the relative error as defined in equation (3.156) of chapter 3. After that, we will show the accuracy comparisons of the two variables $\omega$ and $u_r$ using the relative error measure. These two variables are the differential and algebraic variables of our mixed DAE system of equations. We will now proceed to describe the results for the strongly nonlinear case first.

4.2.1 Case 10: $Ra = 10^9, Pr = 1$

The output variables from the simulation are always in the Fourier-real $(m, r)$ space. The reference solution with which we measure the solution error is computed using the SBDF4 method with the smallest $\Delta t$ considered, $\Delta t = 5 \times 10^{-10}$. For the variables $T, u_r$ and $u_\phi$, we use the combined relative error measure defined in equation (3.156) of chapter 3. For each of the time integration methods used, we show in Fig. 4.8 the convergence rates in the left figure panels and their corresponding cost in the right figure panels. The top left panel of Fig. 4.8 indicates the convergence rate for all the second order methods and we observe that all the IMEX-RK methods are more accurate than the IMEX methods CNAB2 and SBDF2. Especially, ARS232 is more accurate than all the others and it is almost three orders of magnitude more accurate than the IMEX methods. Also important to note here is the super-convergent nature of ARS232 for a range of
Figure 4.8: The top left, middle left and lower left hand panels show the combined relative error of $T$, $u_r$ and $u_\phi$ as a function of timestep size $\Delta t$ for the second, third and fourth order methods respectively; the top right, middle right and lower right hand panels show the same error as a function of physical time taken in seconds for second, third and fourth order methods respectively. All plots shown in this figure are based on case 10 ($Ra = 10^9$, $Pr = 1$).
Figure 4.9: The top left, middle left and lower left hand panels show the error in $\omega$ as a function of timestep size $\Delta t$ for the second, third and fourth order methods, respectively; the top right, middle right and lower right hand panels show the same error in $u_r$ as a function of timestep size $\Delta t$ for the second, third and fourth order methods, respectively. All plots shown in this figure are based on case 10 ($Ra = 10^9$, $Pr = 1$).
larger timestep sizes, meaning it performs better than its theoretical order. Regarding the cost, supposing we fix the required error threshold to be $10^{-7}$, ARS232 outperforms all the other second order methods. This was also reported by Kennedy and Carpenter (2003) where they found the ARS232 method to be substantially more efficient than the SBDF2 method. Among the third order methods shown in the middle panel of Fig. 4.8 all the IMEX-RK methods are more accurate than the IMEX method SBDF3. The most accurate methods among the IMEX-RK methods are the ARS343, BR343 and BR553 methods with BR553 being super-convergent for a range of larger timestep sizes. This is in agreement with Grooms and Julien (2011) who also reported super-convergent nature of the BR553 method. Regarding the cost, ARS343 and BR343 perform best among the third order methods. Turning to the fourth order methods shown in the bottom panel of Fig. 4.8, the IMEX-RK methods are more accurate again compared to their IMEX counterpart SBDF4 and with respect to the cost, the method KC564 performs best and it is in fact as cheap as the third order methods ARS343 and BR343. We also observe that all methods shown in the left figure panels of Fig. 4.8 retain their theoretical convergence rates. Next, we show the accuracy plots for $\omega$ and $u_r$ in Fig. 4.9. We use the error measure defined in equation (3.157) of chapter 3 for $\omega$ and $u_r$. We choose to show these plots for $\omega$ and $u_r$ separately because, they are part of the DAE system where $\omega$ is the differential variable and $\psi$ the algebraic variable. We show $u_r$ as the algebraic variable in this plot since it is directly proportional to $\psi$ after discretization along the azimuthal direction using Fourier expansion. For comparison, among the second and third order methods shown in the top and middle panels of Fig. 4.9 we observe that all the methods maintain their theoretical convergence rate and none of them suffer from order reduction. In fact, BR553 shows super-convergence for both the differential and the algebraic variables. Turning to the bottom panel of Fig. 4.9, among the fourth order methods however, we see that CFN564 suffers order reduction for the differential variable $\omega$ and the rest of the fourth order methods suffer order reduction for $\omega$ only at smaller timestep sizes. None of the fourth order methods suffer order reduction for the variable $u_r$. Grooms and Julien (2011) also performed analysis of the time schemes which we used, such as SBDF3, SBDF4, ARS343, CFN343, KC343, BR553 and KC564 for 2D Boussinesq convection in a periodic box and they found the IMEX-RK time schemes to be better performing than the IMEX multistep time schemes SBDF3 and SBDF4. We are also in agreement for this case. We know that this case has the highest Reynolds number. So, naturally one wants to know what happens at lower $Re$. Therefore, we next show the case which has a strongly linear flow regime.

4.2.2 Case 4: $Ra = 10^6$, $Pr = 1$

We show the accuracy and cost plot for the variables $T$, $u_r$, $u_\phi$ as a combined measure of the relative error in Fig. 4.10. The reference solution with which we measure the solution error is computed using the SBDF4 method with $\Delta t = 5 \times 10^{-8}$. The top left panel of Fig. 4.10 indicates the convergence rate for all the second order methods and we observe...
Figure 4.10: The top left, middle left and lower left hand panels show the combined relative error of $T$, $u_r$ and $u_\phi$ as a function of timestep size $\Delta t$ for the second, third and fourth order methods respectively; the top right, middle right and lower right hand panels show the same error as a function of physical time taken in seconds for second, third and fourth order methods respectively. All plots shown in this figure are based on case 4 ($Ra = 10^6$, $Pr = 1$).
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Figure 4.11: The top left, middle left and lower left hand panels show the error in $\omega$ as a function of timestep size $\Delta t$ for the second, third and fourth order methods respectively; the top right, middle right and lower right hand panels show the same error in $u_r$ as a function of timestep size $\Delta t$ for the second, third and fourth order methods respectively. All plots shown in this figure are based on case 4 ($Ra = 10^6$, $Pr = 1$).
that all the IMEX-RK methods are more accurate than the IMEX methods CNAB2 and SBDF2. With respect to the cost, we see that the method ARS232 outperforms all other methods for any value of the required accuracy. This performance is similar to that of the strongly nonlinear case 10 which was shown in the previous subsection. Among the third order methods, we now see that all the IMEX-RK methods except for BR553 are less accurate than SBDF3 whereas in the strongly nonlinear case shown before, all IMEX-RK cases were more accurate than the SBDF3 method. Regarding the cost, for high values of error, say $10^{-7}$, BR343 and ARS343 perform best. However, if the required error is low, say $10^{-9}$, the IMEX multistep method SBDF3 outperforms all the other methods.

Among the fourth order methods, we see that all methods except SBDF4 show drop in convergence rates meaning that the slopes are lower than their theoretical convergence rates. Therefore, we witness a phenomenon of order reduction here. We could not measure the slope for SBDF4 as the error for the highest $\Delta t$ was very low. However, it remains the most accurate method among the fourth order methods. From the plot for the cost, we observe that SBDF4 remains the best method as the error for the highest $\Delta t$ was very low. Next, we compare the accuracies of the differential and algebraic variables for this case. We show the plots of convergence rates in Fig. 4.11 for $\omega$ and $u_r$ for case 4. Among the second order methods shown in the top panels of Fig. 4.11, none of them suffer from order reduction. Among the third order methods shown in the middle panel of Fig. 4.11, we observe except for SBDF3 and BR553 all the other third order methods suffer from order reduction for $\omega$. BR553 is a fairly new method derived in Boscarino and Russo (2009). It satisfies additional order conditions for index-2 DAE which ensure that it never suffers from order reduction. For the variable $u_r$, however, the methods CB343 and KC343 suffer order reduction but none of the other methods do. As we shall see in the next section, this case is a stiff problem. For such stiff cases, Kennedy and Carpenter (2003) does a cost comparison of the IMEX-RK methods KC343, KC564 with the IMEX multistep methods SBDF3 and SBDF4 for a Van der Pol’s equation. They found that the IMEX multistep methods SBDF3 and SBDF4 perform better than KC343 and KC564 methods. For this case, we are also in agreement with them. Also, among the fourth order methods shown in the bottom panel of Fig. 4.11 all of them suffer order reduction for $\omega$. Regarding $u_r$, all the methods suffer milder order reduction as compared to $\omega$. Thus we see this phenomena of order reduction prevalent among more number of IMEX-RK methods in low $Re$ situations. More analysis on this is shown in the next subsection.

4.2.3 Order reduction

The phenomenon of order reduction is well known for IMEX-RK methods when applied to index-2 DAEs (Boscarino, 2007; Kennedy and Carpenter, 2003; Ascher and Petzold, 1998). It is said that when the problem is stiff an order reduction phenomenon is observed (Boscarino, 2007). So, before we proceed to show the observed order reduction of the methods, we need to understand what stiffness means for our problem. We estimate
Figure 4.12: (a) Slopes of the third order methods as a function of the Reynolds number $Re$. (b) Slopes of the fourth order methods as a function of the Reynolds number $Re$. Both plots indicate slopes for radial velocity $u_r$ and $Pr = 1$.

stiffness as

$$\sigma = \frac{1}{\epsilon}, \quad (4.3)$$

where,

$$\epsilon = \frac{\tau_L}{\tau_{NL}} \sim Re_{\Delta x}. \quad (4.4)$$

$\tau_L$ is the linear (diffusive) time scale and $\tau_{NL}$ is the nonlinear (advective) time scale and $Re_{\Delta x}$ is the grid Reynolds number. Thus, when $\sigma \gg 1$, a fully explicit treatment in time becomes expensive and we opt for an implicit treatment of the diffusive components of the equation, which we do in the case of the IMEX methods that we explore. The stiffness can also be measured macroscopically using the global Reynolds number which is the ratio of diffusive to advective timescales which empirically means

$$\sigma \sim \frac{1}{Re} \quad (4.5)$$

In our simulation runs, we observe order reduction for the differential variable $\omega$ and the algebraic variable $\psi$. As for the algebraic variable, we look at $u_r$ since it is just $\psi$ multiplied
by the Fourier mode by its definition. So, we plot the convergence rates or slopes for $\omega$ and $u_r$ for increasing values of $Re$ using the same $L^2$ error measure introduced before in equation (3.157) in chapter 2. The slopes are measured from the accuracy plots using the first three points starting with the largest $\Delta t$. Fig. 4.12 shows the slope versus $Re$ for the radial velocity $u_r$ at $Pr = 1$. From plot (a) of Fig. 4.12, we observe that except for KC343 and CB343, none of the other methods suffer significant order reduction, meaning they always have slopes $> 2.5$ and they suffer this milder order reduction only till $Re = 1000$ after which they reach their theoretical convergence rates. The IMEX method SBDF3 never suffers from order reductions. We also notice that the IMEX-RK method BR553 never suffers order reduction as it satisfies appropriate order conditions to maintain its theoretical order in stiff regimes (Boscarino and Russo 2009). In fact, for $Re > 10^3$, BR553 along with BR343 and ARS343 shows super-convergence (Grooms and Julien 2011). From plot (b) of Fig. 4.12, we observe that, all the fourth order methods suffer order reduction until $Re = 300$ except CB564, after which the slopes increase as $Re$ increases. For CB564, the slope starts to show an increase at $Re = 1000$. All the fourth order schemes attain their theoretical convergence rates for the highest value of $Re$.

As for the vorticity, plot (a) and plot (b) of Fig. 4.13 show the slopes for the third order and fourth order methods respectively. Among the third order methods, we notice
4.2 – Time integration: Accuracy and cost

Figure 4.14: (a) Slopes of the third order methods as function of the Reynolds number $Re$. (b) Slopes of the fourth order methods as function of the Reynolds number $Re$. Both plots indicate slopes for radial velocity $u_r$ and $Pr = 0.025$.

the IMEX-RK methods showing order reduction until $Re \sim 300$ above which the slopes start to increase. The IMEX method SBDF3 and the IMEX-RK method BR553 never suffers order reduction and for $Re > 10^3$ and BR553, along with BR343 and ARS343 shows super-convergence. Among the fourth order methods, KC564, CB564 and LZ664 show order reduction till $Re \sim 1000$ and thereafter the slopes increase as $Re$ increases. However, CFN564 always shows order reduction for any $Re$. For the $Pr = 0.025$ cases, we plot the slope versus $Re$ for $u_r$ in Fig. 4.14. Among the third order schemes, we observe that none of the time schemes except KC343 and CB343 suffer from order reduction and all of them attain the theoretical convergence rates at the highest value of $Re$. Among the fourth order methods, all of them suffer order reduction except for the highest value of $Re$. As for the vorticity, we plot the slope versus $Re$ in Fig. 4.15. Among the third order methods, we observe from plot (a) of Fig. 4.15 that SBDF3 and BR553 never show any order reduction. All the other methods show order reduction until $Re = 2000$ after which they show increase in the slopes and they attain theoretical convergence rates for the highest value of $Re$. Among the fourth order methods, we see that all methods suffer order reduction till $Re = 2000$ as in the case of the third order methods and thereafter their slopes increase till they reach their theoretical rates at the highest $Re$.

We have seen how the slopes are affected by the global Reynolds number which is a
Figure 4.15: (a) Slopes of the third order methods as a function of the Reynolds number \( Re \). (b) Slopes of the fourth order methods as a function of the Reynolds number \( Re \). Both plots indicate slopes for vorticity \( \omega \) and \( Pr = 0.025 \).

Table 4.2: Table for slope \( (\omega) \) for different grid resolutions. All runs are done for case 7 and the time scheme D543. Star indicates the reference run.

<table>
<thead>
<tr>
<th>( N_r )</th>
<th>( N_m )</th>
<th>Slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>048</td>
<td>160</td>
<td>2.80</td>
</tr>
<tr>
<td>064</td>
<td>160</td>
<td>2.48</td>
</tr>
<tr>
<td>080</td>
<td>160</td>
<td>2.25</td>
</tr>
<tr>
<td>096</td>
<td>160</td>
<td>2.17</td>
</tr>
<tr>
<td>112</td>
<td>160</td>
<td>2.13</td>
</tr>
<tr>
<td>128*</td>
<td>160*</td>
<td>2.12*</td>
</tr>
<tr>
<td>216</td>
<td>160</td>
<td>1.86</td>
</tr>
<tr>
<td>128</td>
<td>080</td>
<td>1.95</td>
</tr>
<tr>
<td>128</td>
<td>300</td>
<td>1.91</td>
</tr>
</tbody>
</table>

macroscopic measure of stiffness. In our case we do not have the luxury of a direct hands on measure of stiffness but now we attempt to obtain a tangible measure. For doing so, we choose a particular case (case : 7, \( Ra = 10^7 \), \( Pr = 1 \)) and a particular method (D543). We chose this case and method because it suffers order reduction and we want to know
how sensitive it is w.r.t to changes in the resolution of the grid. We now define

\[
(\tau_L)_r = \min \left( \frac{\Delta r^2}{\nu + \kappa} \right),
\]

(4.6)

\[
(\tau_L)_\phi = \min \left( \frac{r^2 \Delta \phi^2}{\nu + \kappa} \right),
\]

(4.7)

\[
(\tau_{NL})_r = \min \left[ \frac{\Delta r}{\max(u_r)} \right],
\]

(4.8)

\[
(\tau_{NL})_\phi = \min \left[ \frac{r \Delta \phi}{\max(u_\phi)} \right],
\]

(4.9)

where, the subscripts \(r\) and \(\phi\) denote the directions. These are the linear and nonlinear time scales along both \(r\) and \(\phi\). We also define the ratios

\[
\epsilon_r = \frac{(\tau_L)_r}{(\tau_{NL})_r},
\]

(4.10)

\[
\epsilon_\phi = \frac{(\tau_L)_\phi}{(\tau_{NL})_\phi},
\]

(4.11)

\(\epsilon_r\) is chosen from a radial profile as the value at the intersection of the edge of thermal boundary layer \(\delta_T\) and in our case, \(\epsilon = \epsilon_r = \min(\epsilon_r, \epsilon_\phi)\). Therefore, when \(\epsilon_r \ll 1\) means that the problem is stiff. This meaning of \(\epsilon\) is used in Kennedy and Carpenter (2003) where their direct control of stiffness was the ratio \(1/\epsilon\) which was an input to the problem.

In our case we measure it based on the time scale definitions. Our input parameters \(Ra\) and \(Pr\) control the stiffness of the problem. The resulting stiffness definitions will be

\[
\sigma_r = \frac{1}{\epsilon_r},
\]

(4.12)

\[
\sigma_\phi = \frac{1}{\epsilon_\phi}.
\]

(4.13)

For this analysis, we perform simulation runs with different grid resolutions. We show the different runs performed along with the slope for \(\omega\) in Table 4.2. In this table, we vary \(N_r\) and \(N_m\) and we found that slope is sensitive to \(N_r\) and not for \(N_m\). Thus the main observation here is that even if the global Reynolds number is constant, by changing grid resolution, we change the grid Reynolds number \(Re_{\Delta r} \sim \epsilon_r\). To have more clarity, this observation is shown as a plot in Fig. 4.16. All the black markers are slope values at different radial grid resolutions, the \(N_r = 128\) being the reference run.

Kennedy and Carpenter (2003) did a study where they plotted the slopes of the differential and the algebraic variables versus their stiffness measure for particular time schemes KC343 and KC564 as shown in Fig. 4.17. However, they had a direct control of the
Figure 4.16: Slope versus $\epsilon$ for D543 method for the variable $u_r$. The black marker indicates different grid resolutions ($N_r$) along the radial direction.

stiffness it was a parameter in their problem, the Van der Pol equation. In order to compare our result with Kennedy and Carpenter (2003), we plot slope versus our direct measure of $\epsilon$ in Fig. 4.18. We observe the same trend as we saw in the plots with slope versus global Reynolds numbers, the trend being that, we observe order reduction for lower values of the grid Reynolds number but as it increases, the slopes retain their theoretical values just as it is shown by Kennedy and Carpenter (2003).
4.3 Stability

In this section we discuss the stability of the time integration methods shown so far. Since we are interested in the physics happening at the nonlinear time scale $\tau_{NL}$, one must use a timestep size $\Delta t$ which must be sufficient to resolve the nonlinear time scales in order to maintain accuracy. In order to find the maximum $\Delta t$ possible so as to maintain stable and accurate solution, usually a constraint called as the Courant-Friedreichs-Lewy (CFL) is used (Courant et al., 1928). For our problem the $\Delta t$ is given to be

$$\Delta t = \alpha \min \left[ \min \left( \frac{dr}{|u_r|_{\text{max}}} \right), \min \left( \frac{r d\phi}{|u_\phi|_{\text{max}}} \right) \right],$$  \hspace{1cm} (4.14)

where $\alpha$ is the CFL number. The maximum $\Delta t$ to obtain a stable solution is now controlled by the CFL constraint $\alpha_{\text{max}}$ which is the maximum CFL number. Thus, the value of $\alpha_{\text{max}}$ is to be found for all the methods to ascertain their performance. Usually $\alpha_{\text{max}}$ is chosen such that, for any value above this threshold would make the solution to blow up. For our problem however, we define a more stringent measure to determine $\alpha_{\text{max}}$. We plot the viscous dissipation $\epsilon_U$ with respect to time and see if there are spurious spikes in the values of $\epsilon_U$ at any given time. Such spikes indicate numerical instability and at those

Figure 4.18: (a) Slopes of the third order methods as a function of $\epsilon$ or the grid Reynolds number $Re_{\Delta r}$. (b) Slopes of the fourth order methods as a function of $\epsilon$. Both plots indicate slopes for radial velocity $u_r$ and $Pr = 1$. 
instances in time, the power budget is not satisfied. So, even if the solution does not blow up in the presence of such spikes, it is not accurate and it will eventually blow up at longer times. Thus, we devise a method to know if there are such spurious values of $\epsilon U$ in the solution. For case 7, with the use of KC564 method, we show an illustration of the approach in Fig. 4.19. Plot (a) of Fig. 4.19 shows the mean viscous dissipation as a function of different values of $\alpha$. From this figure we observe that the maximum value of $\alpha$ above which the solution blows up is $2.5$.

However, there is a range ($2.3 < \alpha < 2.5$) where larger values of $\epsilon U$ is observed. We measure $\epsilon U$ for an increment of 0.02 from $\alpha = 2.3$ to $\alpha = 2.4$ to narrow down to the best $\alpha_{\text{max}}$. The viscous dissipation $\epsilon U$ at these values of $\alpha$ is shown in plot (b) of Fig. 4.19. We notice that the maximum value of $\alpha$ for which we do not see any spikes in $\epsilon U$ is at $\alpha = 2.34$. Thus, we obtain our $\alpha_{\text{max}}$ as 2.34 using this procedure. Thereafter, we select the best performing set of methods for case 10 using the cost plots which were shown before in Fig. 4.8 and we obtain $\alpha_{\text{max}}$ for all the cases in Table 4.1 except cases 0, 2 and 8 which were highly stable. Table 4.3 shows the values of $\alpha_{\text{max}}$ for these cases as a function of increasing values of Reynolds numbers. We use this stringent measure to obtain $\alpha_{\text{max}}$ for all the cases shown in Table 4.3.

Using these values of $\alpha_{\text{max}}$ and the knowledge of cost for each of the methods, one can...
Table 4.3: $\alpha_{\text{max}}$ values for the selected methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>75.28</th>
<th>273.61</th>
<th>547.63</th>
<th>937.34</th>
<th>2205.39</th>
<th>3586.14</th>
<th>6733.84</th>
<th>13159.46</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNAB2</td>
<td>0.38</td>
<td>0.46</td>
<td>0.42</td>
<td>0.38</td>
<td>0.34</td>
<td>0.24</td>
<td>0.24</td>
<td>0.16</td>
</tr>
<tr>
<td>ARS222</td>
<td>0.90</td>
<td>0.98</td>
<td>0.90</td>
<td>0.68</td>
<td>0.64</td>
<td>0.42</td>
<td>0.38</td>
<td>0.26</td>
</tr>
<tr>
<td>PC332</td>
<td>1.92</td>
<td>1.68</td>
<td>1.52</td>
<td>1.28</td>
<td>1.14</td>
<td>0.78</td>
<td>0.80</td>
<td>0.58</td>
</tr>
<tr>
<td>ARS232</td>
<td>1.14</td>
<td>1.50</td>
<td>0.84</td>
<td>1.24</td>
<td>0.82</td>
<td>0.76</td>
<td>0.80</td>
<td>0.58</td>
</tr>
<tr>
<td>SBDF2</td>
<td>0.42</td>
<td>0.42</td>
<td>0.38</td>
<td>0.30</td>
<td>0.28</td>
<td>0.18</td>
<td>0.18</td>
<td>0.13</td>
</tr>
<tr>
<td>ARS343</td>
<td>1.58</td>
<td>1.98</td>
<td>1.80</td>
<td>1.60</td>
<td>1.48</td>
<td>1.04</td>
<td>1.10</td>
<td>0.80</td>
</tr>
<tr>
<td>ARS233</td>
<td>0.96</td>
<td>1.24</td>
<td>0.66</td>
<td>1.08</td>
<td>0.64</td>
<td>0.72</td>
<td>0.76</td>
<td>0.52</td>
</tr>
<tr>
<td>KC343</td>
<td>1.42</td>
<td>1.78</td>
<td>1.64</td>
<td>1.46</td>
<td>1.34</td>
<td>0.98</td>
<td>1.04</td>
<td>0.72</td>
</tr>
<tr>
<td>BR343</td>
<td>1.22</td>
<td>1.58</td>
<td>0.92</td>
<td>1.78</td>
<td>0.86</td>
<td>1.12</td>
<td>1.04</td>
<td>0.82</td>
</tr>
<tr>
<td>BR553</td>
<td>1.14</td>
<td>1.48</td>
<td>1.32</td>
<td>1.22</td>
<td>1.14</td>
<td>0.78</td>
<td>0.84</td>
<td>0.62</td>
</tr>
<tr>
<td>BPR433</td>
<td>1.20</td>
<td>1.42</td>
<td>1.28</td>
<td>1.16</td>
<td>1.04</td>
<td>0.74</td>
<td>0.78</td>
<td>0.54</td>
</tr>
<tr>
<td>SBDF3</td>
<td>0.28</td>
<td>0.38</td>
<td>0.34</td>
<td>0.32</td>
<td>0.30</td>
<td>0.22</td>
<td>0.24</td>
<td>0.17</td>
</tr>
<tr>
<td>KC564</td>
<td>2.34</td>
<td>2.92</td>
<td>2.64</td>
<td>2.34</td>
<td>2.12</td>
<td>1.48</td>
<td>1.54</td>
<td>1.12</td>
</tr>
<tr>
<td>LZ664</td>
<td>1.38</td>
<td>1.84</td>
<td>1.76</td>
<td>1.52</td>
<td>1.54</td>
<td>1.10</td>
<td>1.28</td>
<td>0.92</td>
</tr>
<tr>
<td>CB564</td>
<td>1.66</td>
<td>2.26</td>
<td>2.04</td>
<td>1.84</td>
<td>1.78</td>
<td>1.20</td>
<td>1.38</td>
<td>1.10</td>
</tr>
<tr>
<td>SBDF4</td>
<td>0.20</td>
<td>0.42</td>
<td>0.26</td>
<td>0.24</td>
<td>0.24</td>
<td>0.18</td>
<td>0.22</td>
<td>0.15</td>
</tr>
</tbody>
</table>

From left to right, the cases shown in this table are placed according to increasing values of the Reynolds number $Re$.

construct an efficiency plot which indicates the relative performance of all the methods with respect to a chosen reference method. This can be measured as

$$
\mathcal{P} = \frac{\varsigma}{\varsigma_{\text{ref}}},
$$

(4.15)

where, $\mathcal{P}$ is a performance measure and ref indicates the time integration method with respect to which we measure the performance and $\varsigma$ is defined as

$$
\varsigma = \frac{\alpha_{\text{max}}}{C_1},
$$

(4.16)

where, $C_1$ is the cost or the time taken for one iteration. This measure ignores the accuracy.

### 4.3.1 Performance analysis with respect to CNAB2

As mentioned in the introduction, most dynamo codes in the community use a second order method known as CNAB2 for their simulations. Therefore, it is natural to do a comparative analysis of performances of all the time integration methods with respect
to CNAB2. We use the performance measure as mentioned in equation (4.15). We now show in Fig. 4.20 the performance of all the methods with respect to CNAB2 for increasing values of the Reynolds number $Re$. Regarding the second order methods, ARS232 performs best for large $Re$ but for the majority of the cases, PC332 does a better job. It is around 1.2 times more efficient as compared to CNAB2 at the highest Reynolds number $Re$. The two second order methods, namely the ARS222 and SBDF2 show decreasing performance for the entire range of $Re$ except for the highest value and they perform less efficiently compared to CNAB2. Among the third order methods, BR343 and ARS343 are more than 1.5 times efficient than CNAB2 at the highest $Re$. They are followed by KC343 and ARS233 which are also around 1.5 times more efficient than CNAB2. The IMEX method SBDF3 remains less efficient than CNAB2 for the entire range of $Re$ except at the highest value where its slightly more efficient than CNAB2. Among the fourth order methods, KC564 and CB564 perform best and they are 1.5 times more efficient than CNAB2 at the highest $Re$. The methods ARS343, KC343 and KC564 remain more efficient than CNAB2 for almost the entire range of $Re$. Most of the schemes start to show increasing performance at high values of $Re$ and even if some of them are less efficient than CNAB2 for lower ranges of $Re$, we predict that they will be more efficient than CNAB2 at higher ranges of $Re$. In fact, the steepest growing performance is shown by LZ664 which is as good as CNAB2 at the highest $Re$ and if projected for higher $Re$, it will become more efficient than CNAB2. Also, the methods ARS232, ARS233 and BR343
are sensitive to $Pr$ as their performance follows a zig-zag pattern. However, for large $Re$ cases, they show a steady trend. To have a visually clear picture, for the highest $Re$, a histogram consisting of the performances of all the schemes with respect to CNAB2 is shown in Fig. 4.21. We observe that the top three methods which perform better than CNAB2 are BR343, ARS343 and KC564. Also of worthy note is that the IMEX-RK methods with assembly steps perform better than the stiffly accurate ones. It is surprising to note that two fourth order methods namely, KC564 and CB564 perform better than a second order method CNAB2. This is because they have better stability, i.e., they have higher values of $\alpha_{\text{max}}$ than CNAB2 even though the time taken for one iteration is approximately 6 times shorter in the case of the CNAB2 method. The implication of this result in the dynamo community is significant because, we can now use a fourth order method for a high $Re$ flow regime which can perform better than a second order method such as CNAB2 which was also shown by Marti et al. (2016) where, they use the CB564 method.

Now, we define another performance measure for the solutions which includes an additional accuracy measure. It is expressed by

$$P_\varepsilon = \frac{\xi}{\xi_{\text{ref}}},$$  \hspace{1cm} (4.17)

where, $P_\varepsilon$ is a performance measure, and $\xi$ is defined as

$$\xi = \frac{\alpha_{\text{max}} \varepsilon_{\text{ref}}}{C_1 \varepsilon},$$  \hspace{1cm} (4.18)
where, $\varepsilon$ is the $L^2$ error of $\omega$ measured at the average timestep size of the simulation run that was performed with $\alpha_{\text{max}}$. We measure this error by linear interpolation using the previously determined value of the convergence rate or slope of the simulation run. We use the accuracy measure inside the performance measure because some times the methods lose their accuracy because of order reduction and it mostly happens to be with the variable $\omega$. The choice of accuracy of $\omega$ as a component of the performance measure makes it a stringent one. This performance measure as a function of $Re$ is shown in Fig. 4.22. From the figure, we observe that, among the second order methods, as $Re$ increases, only the ARS232 method performs better than CNAB2. The methods ARS222 and SBDF2 perform worse than CNAB2 for the entire range of $Re$ except for the highest value. The performance of PC332 is lower than CNAB2 at any value of $Re$. Among the third order methods, for almost all values of $Re$, SBDF3 outperforms all the other third order methods. Around $Re \sim 500$, the performance of the third order IMEX-RK methods starts to increase and they start to be better than CNAB2. At the highest $Re$, BR343 performs better than all the other third order methods. It is followed by ARS343 and BR553. Among the fourth order methods, SBDF4 performs better than all the methods for the entire range of $Re$ except for the two largest values of $Re$. At the largest value of $Re$, LZ664 outperforms all the other methods. It is followed by SBDF4, KC564 and CB564. It is interesting to observe that the IMEX methods SBDF3 and SBDF4 starts to show drop in performance starting from $Re = 10^3$ as the $Re$ increases and all the IMEX-
RK methods show increasing performance at this same range of $Re$. So, if we project the performance trends of these curves for higher $Re$ than that is shown, the IMEX-RK methods should perform better than their IMEX counterparts.
Chapter 5

Discussion

This chapter discusses the findings of the results obtained and possible implications for further studies.

5.1 Summary of work done

This thesis focusses on the implementation, validation and analysis of variety of time integration schemes in the literature. As a starting point, a thermal convection model in an annulus was adopted as the problem domain. As for the numerical methods, a pseudospectral spatial discretization strategy was followed and for the time discretization, the IMEX multistep and multistage methods were used. The code for the work was then developed from scratch and it was validated and benchmarked. It was then parallelized in space using OpenMP pragmas. The code was written in the Fortran programming language and it contains many modules and subroutines. It was written in such a way that, one can easily implement additional time integration methods into the existing framework. The code and its associated documentation will be submitted to an open online repository in due time. Once all the time schemes were in place, the simulation cases were performed. The data was saved in to an ascii file and it was used to plot the accuracy and the cost diagrams. A stability analysis was performed for select sub-group of the time schemes to obtain information on their performance. Their data is also saved on to a second ascii file. These data will also be submitted to an open online repository.

5.2 Goals revisited

Before we summarize the findings of the study, we reiterate the main goals of the thesis which were

- To assess different time integration strategies with the hope of finding efficient ones based on multiple simulation cases with varying input parameters (Ra and Pr).
5.3 – Summary of findings

To find whether higher order time integration methods perform better than the lower order ones.

A more specific question to answer was whether there were better performing methods than CNAB2 which is widely used in the dynamo community and if so, how much better are they quantitatively.

5.3 Summary of findings

The following points are the important results from the study

- **Accuracy and cost:** We perform multiple simulation runs for this study for various input parameters. We base our reference to be the Reynolds number \( (Re) \). From this analysis, for low \( Re \) cases \( (Re \mathcal{O}(100)) \), among the second order methods, the IMEX-RK methods ARS232 and PC332 perform best. Among the third order methods, the multistep method SBDF3 performs best and is closely followed by the IMEX-RK method BHR553. Among the fourth order methods, SBDF4 remains the best performing method.

  For high \( Re \) cases \( (Re > \mathcal{O}(1000)) \), among the second order methods, ARS232 performs best. Among the third order methods, ARS343 and BR343 perform best and among the fourth order methods, KC564 outperforms all the others and it is closely followed by CB564.

- **Stiffness and order reduction:** We macroscopically measure stiffness as \( \sigma = 1/Re \) and we find that as \( Re \) increases, the order reduction for the differential variable \( (\omega) \) and the algebraic variable \( (\psi) \) using the IMEX-RK time schemes diminishes. We also define a tangible measure of the stiffness based on the linear and nonlinear time scales along the radial direction and the azimuthal direction to be \( \sigma_r = (\tau_{NL})_r/(\tau_L)_r \) and \( \sigma_p = (\tau_{NL})_p/(\tau_L)_p \) and we find the true measure of stiffness as \( \sigma = \max(\sigma_r, \sigma_p) \). As the number of grid points along the radial direction increases, this stiffness also increases.

- **Stability and performance:** For this study, we use variable timestep sizes based on the CFL criterion. One of the goals of this thesis is to find whether there are other time integration methods which are better than CNAB2. For finding them, we define two performance measures. One that includes the accuracy measure denoted as \( P_\varepsilon \) and the other that does not which is denoted as \( P \). We find that, for the highest \( Re \) that we are interested in, based on the performance measure \( P \), the top three time schemes better than CNAB2 were BR343, ARS343 and KC564. Based on the performance measure with accuracy \( P_\varepsilon \), the top methods better than CNAB2 were SBDF4 and KC564. Also, for this measure, it is interesting to note that SBDF4 and SBDF3 methods show a decreasing performance trends for increasing \( Re \).
Therefore we find that higher order time integration methods such as KC564, ARS343, BR343 perform better than the second order accurate CNAB2 method. This means that we could perform simulations which are faster and more accurate. We foresee that this finding will improve the future 3D dynamo simulations as did the work done by Marti et al. (2016). Therefore, the findings from this study are another step towards the grand challenge put forward by Glatzmaier (2002). Also, moving from 2D convection to 3D dynamo models will incorporate additional stiffness from the Coriolis force and Lorentz force that may change our findings.

5.4 Implication for parallel-in-time methods

We discussed about the parallel-in-time methods in chapter 1 as it is one of the avenues to explore Earth-like parameter regimes. In order to understand how the findings from this thesis can be applied to the parallel-in-time methods, the reader is encouraged to review the parareal method which was discussed in chapter 1. Based on that discussion, one has to carefully choose $C$ and $F$ so as to achieve parareal speedups. We now correlate our findings from this thesis in choosing the coarse and fine operators as follows

- The choice of the IMEX multistage methods, IMEX-RK is a preferable choice to be used for $C$ and $F$ because, in such methods, we have the self-restart capability which means that they do not rely on solutions at previous time levels. The parareal method involves several time chunks and such self-restart capability is preferred whereas with the use of the IMEX multistep methods, we require solution information at several previous time levels making it a complicated method while calculating the parallel solution of the fine solver. From this thesis, one can now choose a variety of IMEX-RK methods for a parareal version of the same problem.

- Based on the performance analysis which we did in the previous chapter, for the highest Reynolds number, we may choose $C \sim$ ARS232 or PC332 since we might reduce the grid size for the coarse solver and in doing so, the cost will be lower as compared to the higher order methods resulting in improved performance for the lower order IMEX-RK methods and a trial and error analysis has to be performed to ascertain the best method for the coarse solver. As for $F$, we could use the KC564 or the CB564 method. From our study, we reiterate that we found the fourth order IMEX-RK methods to be one of the best performing methods among all for the highest $Re$. Therefore, they could be a valuable choice for the fine solver as compared to the regularly used explicit Runge-Kutta method RK4 in the parareal community for example in Samaddar et al. (2010) because the IMEX-RK methods do not face severe timestep restriction associated with the RK4 method. Thus, we could in principle have enhanced parareal speedup in using such IMEX-RK methods for the fine solver. In fact, one could in theory even use these fourth order IMEX-
RK methods for the coarse solver with decreased grid resolution as their stability is very high resulting in increased performance.
Appendix A

Time integration methods

We now provide the stencils for all the IMEX multi-step methods and the Butcher’s tables for all the IMEX Runge-Kutta methods. All the following time integration methods were first shown in Table 3.1.

A.1 IMEX multi-step methods

Our governing equations are in a general form

\[
\frac{\partial y}{\partial t} = F^D[t, y(t)] + F^A[t, y(t)] + S, \tag{A.1}
\]

where, \(y\) is the solution we seek, \(F^D\) and \(F^A\) are the implicit and explicit components of the equation and \(S\) is a source term which in our case, it is the buoyancy term if we consider the vorticity equation. The following notations will be used:

\[
\begin{align*}
\Delta t &= t_{n+1} - t_n, \\
\Delta t_n &= t_n - t_{n-1}, \\
\Delta t_{n-1} &= t_{n-1} - t_{n-2}, \\
\Delta t_{n-2} &= t_{n-2} - t_{n-3}, \\
r_1 &= \frac{\Delta t_{n-1}}{\Delta t_n}, \\
r_2 &= \frac{\Delta t_{n-2}}{\Delta t_{n-1}}, \\
r_3 &= \frac{\Delta t_{n-3}}{\Delta t_{n-2}}.
\end{align*}
\tag{A.2}
\]

We now proceed to show the stencils for the variable timestep IMEX multistep methods we used in the thesis.
A.1 – IMEX multi-step methods

A.1.1 CNAB2

\[ y_{n+1} - \frac{\Delta t}{2} F_{n+1}^D = y_n + \frac{\Delta t}{2} F_n^D + \Delta t \left[ \left( 1 + \frac{\Delta t_n}{2\Delta t_{n-1}} \right) F_n^A + \left( -\frac{\Delta t_n}{2\Delta t_{n-1}} \right) F_{n-1}^A \right] + \frac{\Delta t}{2} S_n. \]  

(A.3)

A.1.2 SBDF2

\[ a_0 y_{n+1} - \Delta t F_{n+1}^D = -a_1 y_n - a_2 y_{n-1} + \Delta t (b_0 F_n^A + b_1 F_{n-1}^A) + \Delta t S_n, \]  

(A.4)

where,

\[ a_0 = \frac{2 + r_1}{1 + r_1}, \]
\[ a_1 = 1 + \frac{1}{r_1}, \]
\[ a_2 = \frac{-1}{1 + r_1} \]
\[ b_0 = 1 + \frac{1}{r_1}, \]
\[ b_1 = -\frac{1}{r_1}. \]  

(A.5)

A.1.3 SBDF3

\[ a_0 y_{n+1} - \Delta t F_{n+1}^D = -a_1 y_n - a_2 y_{n-1} - a_3 y_{n-2} + \Delta t (b_0 F_n^A + b_1 F_{n-1}^A + b_2 F_{n-2}^A) + \Delta t S_n, \]  

(A.6)

where,

\[ a_0 = \frac{1 + 1/(1 + r_1) + 1/(1 + r_1 + r_2)}{1/(1 + r_1) + 1/(1 + r_1 + r_2)}, \]
\[ a_1 = \frac{(1 + r_1)(1 + r_1 + r_2)}{[r_1(r_1 + r_2)]}, \]
\[ a_2 = \frac{-1}{1 + r_1 + r_2} \left[ r_1 r_2 (1 + r_1) \right], \]
\[ a_3 = \frac{(1 + r_1)}{[r_2(1 + r_1 + r_2)]}, \]
\[ b_0 = \frac{(1 + r_1)(1 + r_1 + r_2)}{[r_1(r_1 + r_2)]}, \]
\[ b_1 = \frac{-1}{1 + r_1 + r_2} \left[ r_1 r_2 \right], \]
\[ b_2 = \frac{(1 + r_1)}{[r_2(1 + r_2)]}. \]  

(A.7)

A.1.4 SBDF4

\[ a_0 y_{n+1} - \Delta t F_{n+1}^D = -a_1 y_n - a_2 y_{n-1} - a_3 y_{n-2} - a_4 y_{n-3} + \Delta t (b_0 F_n^A + b_1 F_{n-1}^A + b_2 F_{n-2}^A - b_3 F_{n-3}^A) + \Delta t S_n, \]  

(A.8)
where,

\[ c_1 = 1 + r_3(1 + r_2), \]
\[ c_2 = 1 + r_2(1 + r_1), \]
\[ c_3 = 1 + r_3c_2, \]
\[ a_0 = 1 + \frac{r_1}{(1 + r_1)} + \frac{r_1r_2}{c_2} + \frac{r_1r_2r_3}{c_3}, \]
\[ a_1 = -1 - r_1[1 + r_2(1 + r_1)(1 + r_3 + c_2/c_1)/(1 + r_2)], \]
\[ a_2 = r_1[r_1/(1 + r_1) + r_1r_2(c_3 + r_3)/(1 + r_3)], \]
\[ a_3 = -r_{2}^3 r_1^2 (1 + r_1)/(1 + r_2)c_3/c_2, \]
\[ a_4 = (1 + r_1)/(1 + r_3)c_2c_3/c_1(r_{1}^2 r_{2}^3 r_{3}^4), \]
\[ b_0 = r_2(1 + r_1)/(1 + r_2)[(1 + r_1)(c_3 + r_3) + (1 + r_3)/r_2]/c_1, \]
\[ b_1 = -c_2c_3r_1/(1 + r_3), \]
\[ b_2 = r_{2}^2 r_1 c_3(1 + r_1)/(1 + r_2), \]
\[ b_3 = -r_{3}^3 r_{2}^2 r_1(c_2/c_1)(1 + r_1)/(1 + r_3). \]

\[(A.9)\]

A.2 IMEX Runge-Kutta methods

The Butcher’s table on the left/top indicates the DIRK part and the Butcher’s table on the right/bottom indicates the ERK part.

A.2.1 ARS222

\[
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
\gamma & 0 & \gamma & 0 \\
1 & 0 & 1-\gamma & \gamma \\
0 & 1-\gamma & \gamma & 0 \\
\end{array}
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
\gamma & 0 & \gamma & 0 \\
1 & 0 & 1-\gamma & \gamma \\
0 & 1-\gamma & \gamma & 0 \\
\end{array}
\]

\[ \gamma = (2 - \sqrt{2})/2, \delta = 1 - 2/\gamma \]

A.2.2 ARS232

\[
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
\gamma & 0 & \gamma & 0 \\
1 & 0 & 1-\gamma & \gamma \\
0 & 1-\gamma & \gamma & 0 \\
\end{array}
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
\gamma & 0 & \gamma & 0 \\
1 & 0 & 1-\gamma & \gamma \\
0 & 1-\gamma & \gamma & 0 \\
\end{array}
\]

\[ \gamma = (2 - \sqrt{2})/2, \delta = -2\sqrt{2}/3 \]
### A.2.3 BPR442

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \frac{1}{4} )</td>
<td>( \frac{1}{4} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \frac{1}{4} )</td>
<td>( \frac{13}{4} )</td>
<td>-3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \frac{3}{4} )</td>
<td>( \frac{1}{4} )</td>
<td>0</td>
<td>( \frac{1}{2} )</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{6} )</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{6} )</td>
<td>( \frac{1}{2} )</td>
</tr>
</tbody>
</table>

### A.2.4 PC332

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0.5</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
</tr>
</tbody>
</table>

### A.2.5 D332

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \frac{1}{2} )</td>
<td>0</td>
<td>( \frac{1}{2} )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>( -\frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>( -\frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
<td>0</td>
</tr>
</tbody>
</table>

### A.2.6 ARS443

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \frac{1}{2} )</td>
<td>0</td>
<td>( \frac{1}{2} )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \frac{3}{4} )</td>
<td>0</td>
<td>( \frac{1}{6} )</td>
<td>( \frac{1}{2} )</td>
<td>0</td>
</tr>
<tr>
<td>( \frac{1}{2} )</td>
<td>0</td>
<td>( -\frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>( \frac{3}{2} )</td>
<td>( -\frac{3}{2} )</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>0</td>
<td>( \frac{3}{2} )</td>
<td>( -\frac{3}{2} )</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
</tr>
</tbody>
</table>
### A.2.7 ARS343

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.4358665215</td>
<td>0</td>
<td>0.4358665215</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.7179332608</td>
<td>0</td>
<td>0.2820667392</td>
<td>0.4358665215</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1.208496649</td>
<td>-0.644363171</td>
<td>0.4358665215</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.4358665215</td>
<td>0.4358665215</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.7179332608</td>
<td>0.321278886</td>
<td>0.3966543747</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>-0.105858296</td>
<td>0.5529291479</td>
<td>0.5529291479</td>
<td>0.5529291479</td>
<td>0</td>
</tr>
</tbody>
</table>

### A.2.8 ARS233

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>γ</td>
<td>0</td>
<td>γ</td>
<td>0</td>
<td>γ</td>
<td>0</td>
</tr>
<tr>
<td>1−γ</td>
<td>0</td>
<td>1−2γ</td>
<td>γ</td>
<td>1−γ</td>
<td>2(1−γ)</td>
</tr>
</tbody>
</table>

\[ γ = (3 + \sqrt{3})/6 \]

### A.2.9 KC343

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1767732205903</td>
<td>1767732205903</td>
<td>1767732205903</td>
<td>4055673282236</td>
<td>4055673282236</td>
<td>0</td>
</tr>
<tr>
<td>2027836641118</td>
<td>4055673282236</td>
<td>4055673282236</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>274623879719</td>
<td>-640167445237</td>
<td>1767732205903</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1065868560708</td>
<td>6845629431997</td>
<td>4055673282236</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1471266399579</td>
<td>-4482444167858</td>
<td>11266239266428</td>
<td>1767732205903</td>
<td>0</td>
</tr>
<tr>
<td>7840856788654</td>
<td>7529755066697</td>
<td>11593286722821</td>
<td>11593286722821</td>
<td>4055673282236</td>
<td>0</td>
</tr>
<tr>
<td>7840856788654</td>
<td>-4482444167858</td>
<td>11266239266428</td>
<td>1767732205903</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
### A.2.10 CFN343

\[
\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
\gamma & 0 & \gamma & 0 & 0 & 0 \\
0.717933260754229 & 0 & \frac{(1-\gamma)}{2} & \gamma & 0 & 0 \\
1 & 0 & 1.208496649176010 & -0.644363170684469 & \gamma & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\gamma & \gamma & 0 & 0 & 0 & 0 \\
0.717933260754229 & \frac{(1+\gamma)}{2} + 0.35 & -0.35 & \gamma & 0 & 0 \\
1 & 0 & 1.989175724679846 & -0.989175724679846 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]

\[\gamma = 0.435866521508459\]

### A.2.11 BR553

\[
\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
c_2 & \gamma & \gamma & 0 & 0 & 0 \\
c_3 & a_{31} & a_{32} & \gamma & 0 & 0 \\
c_4 & a_{41} & a_{41} & a_{43} & \gamma & 0 \\
1 & b_1 & 0 & b_3 & b_4 & \gamma \\
\end{array}
\]

\[
\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
c_2 & 2\gamma & 0 & 0 & 0 & 0 \\
c_3 & a_{31} & a_{32} & 0 & 0 & 0 \\
c_4 & a_{41} & 0 & a_{43} & 0 & 0 \\
1 & b_1 & 0 & b_3 & b_4 & \gamma \\
\end{array}
\]

\[\gamma = 0.435866521508482\]

\[\hat{a}_{31} = \gamma\]
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A.2 – IMEX Runge-Kutta methods

\[ \hat{a}_{32} = \hat{a}_{31} \]
\[ \hat{a}_{41} = -\frac{47583375229285986033264}{594112726933437845704163} \]
\[ \hat{a}_{42} = 0 \]
\[ \hat{a}_{43} = \frac{1866233449822206287708736}{594112726933437845704163} \]
\[ \hat{a}_{51} = \frac{628288458180771695985565881866091391737610308247}{17611291064412105319781630311686344715758556600} \]
\[ \hat{a}_{52} = -\frac{30298776308118462263900143137943089}{1535359944203293318649180129368156500} \]
\[ \hat{a}_{53} = \frac{26231587293043739337088563996093207}{297427554793763535252081786906492000} \]
\[ \hat{a}_{54} = -\frac{98761823184176581438124717087}{2387733766020290511526961856000} \]

\[ a_{31} = \hat{a}_{31} \]
\[ a_{32} = -31733082319927313 \]
\[ a_{41} = -30123785410840922297236199676179419360516301377809610 \]
\[ a_{42} = \frac{45123394056856899779077530450305125979955897344819349}{62865589297807153294268} \]
\[ a_{43} = 41876979692085529960314626701414960945214277000 \]
\[ a_{44} = 22853452064661756575727198000 \]
\[ b_{1} = 487685092336740678635411 \]
\[ b_{2} = 0 \]
\[ b_{3} = -\hat{a}_{52} \]
\[ b_{4} = -\frac{105235928335100616072938218863}{22853452064661756575727198000} \]
\[ c_{2} = 2\gamma \]
\[ c_{3} = \frac{902905985686}{103570755909} \]
\[ c_{4} = \frac{2684624}{1147171} \]

A.2.12 BPR433

\[
\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{4} & 0 & \frac{1}{4} & 0 & 0 & 0 & \frac{1}{4} & 0 & 0 & 0 \\
\frac{1}{4} & 0 & 0 & \frac{1}{4} & 0 & 0 & \frac{1}{4} & \frac{12}{4} & -3 & 0 & 0 \\
\frac{3}{4} & 0 & \frac{1}{2} & \frac{11}{24} & \frac{1}{4} & 0 & \frac{3}{4} & \frac{1}{4} & 0 & \frac{1}{2} & 0 \\
1 & 0 & \frac{1}{2} & \frac{1}{6} & \frac{1}{8} & \frac{1}{4} & 1 & 0 & \frac{1}{3} & \frac{1}{6} & \frac{1}{2} & 0 \\
0 & \frac{1}{2} & \frac{1}{6} & \frac{1}{8} & \frac{1}{4} & 0 & \frac{1}{3} & \frac{1}{6} & \frac{1}{2} & 0 \\
0 & \frac{1}{3} & 0 & \frac{1}{6} & \frac{1}{8} & \frac{1}{4} & 1 & 0 & \frac{1}{3} & \frac{1}{6} & \frac{1}{2} & 0 \\
\end{array}
\]
A.2.13 BR343

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.435866521508458</td>
<td>0</td>
<td>0.4358665215</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.717933260754228</td>
<td>0</td>
<td>0.28206673924577</td>
<td>0.435866521508458</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1.20849664917601</td>
<td>-0.64436317068446</td>
<td>0.435866521508458</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.20849664917601</td>
<td>-0.64436317068446</td>
<td>0.435866521508458</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A.2.14 D543

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.435866521508458</td>
<td>0</td>
<td>0.435866521508458</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.717933260754228</td>
<td>0.535396540307354</td>
<td>0.182536720446875</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.63041255815287</td>
<td>-0.83193390106308</td>
<td>1.20152134291021</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.20849664917601</td>
<td>-0.64436317068446</td>
<td>0.435866521508458</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ \alpha = -3 \]

A.2.15 CB343

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>b_1</td>
<td>b_2</td>
<td>b_3</td>
<td>b_4</td>
<td>1</td>
<td>b_1</td>
<td>b_2</td>
<td>b_3</td>
<td>b_4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b_1</td>
<td>b_2</td>
<td>b_3</td>
<td>b_4</td>
<td>b_1</td>
<td>b_2</td>
<td>b_3</td>
<td>b_4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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A.2 – IMEX Runge-Kutta methods

c₂ = 49/50
c₃ = 1/25
a_{21} = c₂/2.0
a_{22} = c₂/2.0
a_{31} = -785157464198/1093480182337
a_{32} = -30736234873/978681420651
a_{33} = 983779726483/1246172347126
b₁ = -2179897048956/603118880443
b₂ = 99189146040/891495457793
b₃ = 6064140186914/1415701440113
b₄ = 146791865627/668377518349
ã_{21} = c₂
ã_{31} = 13244205847/647648310246
ã_{32} = 13419997131/686433909488
ã_{42} = 231677526244/1085522130027
ã_{43} = 3007879347537/683461566472

A.2.16 LZ443

\[
\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1/4 & 3/20 & 1/10 & 0 & 0 & 0 & 1/4 & 1/4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1/2 & 9/10 & -13/10 & 9/10 & 0 & 0 & 1/2 & 0 & 1/2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3/4 & 17/10 & -11/4 & 3/2 & 3/10 & 0 & 3/4 & -1/2 & 5/4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & -10/3 & 17/3 & -10/3 & 1 & 1 & 0 & 2/3 & -1 & 2/3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -10/3 & 17/3 & -10/3 & 1 & 0 & 2/3 & -1 & 2/3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]
A.2.17 KC564

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_2$</td>
<td>$a_{21}$</td>
<td>$a_{22}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$c_3$</td>
<td>$a_{31}$</td>
<td>$a_{32}$</td>
<td>$a_{33}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$c_4$</td>
<td>$a_{41}$</td>
<td>$a_{42}$</td>
<td>$a_{43}$</td>
<td>$a_{44}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$c_5$</td>
<td>$a_{51}$</td>
<td>$a_{52}$</td>
<td>$a_{53}$</td>
<td>$a_{54}$</td>
<td>$a_{55}$</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>$b_1$</td>
<td>$b_2$</td>
<td>$b_3$</td>
<td>$b_4$</td>
<td>$b_5$</td>
<td>$b_6$</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>
| $b_1$ | $b_2$ | $b_3$ | $b_4$ | $b_5$ | $b_6$ | 1

$c_2 = 1/2$
$c_3 = 83/250$
$c_4 = 31/50$
$c_5 = 17/20$
$a_{21} = 1/4$
$a_{22} = 1/4$
$a_{31} = 8611/62500$
$a_{32} = -1743/31250$
$a_{33} = 1/4$
$a_{41} = 5012029/34652500$
$a_{42} = -654441/2922500$
$a_{43} = 174375/388108$
$a_{44} = 1/4$
$a_{51} = 15267082809/15537625600$
$a_{52} = -71443401/120774400$
$a_{53} = 730878875/902184768$
$a_{54} = 2285395/8070912$
$a_{55} = 1/4$
$b_1 = 82889/524892$
$b_2 = 0$
$b_3 = 15625/83664$
$b_4 = 69875/102672$
$b_5 = -2260/8211$
$b_6 = 1/4$
$\hat{a}_{21} = 1/2$
$\hat{a}_{31} = 13861/62500$
\( \hat{a}_{32} = 6889/62500 \)
\( \hat{a}_{41} = -116923316275/2393684061468 \)
\( \hat{a}_{42} = -2731218467317/15368042101831 \)
\( \hat{a}_{43} = 9408046702089/11113171139209 \)
\( \hat{a}_{51} = -451086348788/2902428689909 \)
\( \hat{a}_{52} = -2682348792572/7519795681897 \)
\( \hat{a}_{53} = 12662868702089/11960479115383 \)
\( \hat{a}_{54} = 3355817975965/11060851509271 \)
\( \hat{a}_{61} = 647845179188/3216320057751 \)
\( \hat{a}_{62} = 73281519250/8382639484533 \)
\( \hat{a}_{63} = 552539513391/3454668386233 \)
\( \hat{a}_{64} = 3354512671639/8306763924573 \)
\( \hat{a}_{65} = 4040/17871 \)

### A.2.18 CB564

\[
\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & b_1 & b_2 & b_3 & b_4 & b_5 & b_6 & 1 \\
\end{array}
\]

\[
\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & \hat{a}_{61} & \hat{a}_{62} & \hat{a}_{63} & \hat{a}_{64} & \hat{a}_{65} & 0 & 0 \\
\end{array}
\]

<table>
<thead>
<tr>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

\( c_2 = 0.25 \)
\( c_3 = 0.75 \)
\( c_4 = 3/8 \)
\( c_5 = 0.5 \)
\( a_{21} = c_2/2 \)
\( a_{22} = c_2/2 \)
\( a_{31} = 216145252607/961230882893 \)
\( a_{32} = 257479850128/1143310606989 \)
\( a_{33} = 30481561667/101628412017 \)
\( a_{42} = -381180097479/1276440792700 \)
\( a_{43} = -54660926949/46115766612 \)
\( a_{44} = 344309628413/552073727558 \)
A.2 – IMEX Runge-Kutta methods

Appendix A – Time integration methods

\[ a_{53} = -100836174740/861952129159 \]
\[ a_{54} = -250423827953/1283875864443 \]
\[ a_{55} = 0.5 \]
\[ a_2 = c_2 \]
\[ a_{31} = 153985248130/1004999853329 \]
\[ a_{32} = 902825336800/1512825644809 \]
\[ a_{42} = 99316866929/820744730663 \]
\[ a_{43} = 82888780751/765040883867 \]
\[ a_{54} = 76345938311/676824576433 \]
\[ a_{64} = -4099309936455/6310162971841 \]
\[ a_{65} = 1395992540491/933264948679 \]
\[ b_1 = 232049084587/1377130630063 \]
\[ b_2 = 322009889509/2243393849156 \]
\[ b_3 = -195109672787/1233165545817 \]
\[ b_4 = -340582416761/705418832319 \]
\[ b_5 = 463396075661/409972144479 \]
\[ b_6 = 323177943294/1626646580633 \]

A.2.19 LZ664

\[
\begin{array}{cccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{3} & -\frac{1}{6} & \frac{1}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{3} & \frac{1}{6} & -\frac{1}{3} & \frac{1}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{2} & \frac{3}{2} & -\frac{3}{8} & 0 & \frac{1}{2} & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{2} & \frac{3}{8} & 0 & \frac{3}{8} & -\frac{1}{2} & \frac{1}{2} & 0 & 0 & 0 & 0 \\
1 & \frac{1}{2} & 0 & 3 & -\frac{1}{2} & \frac{1}{2} & 0 & 0 & 1 & 0 \\
1 & \frac{1}{6} & 0 & 0 & 0 & 2 & \frac{1}{2} & \frac{2}{3} & \frac{1}{6} & 0 \\
\frac{1}{6} & 0 & 0 & 0 & 2 & \frac{1}{2} & \frac{2}{3} & \frac{1}{6} & 0 & 0 \\
\end{array}
\]
## A.2.20 CFN564

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1/4</td>
<td>0</td>
<td>1/4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3/4</td>
<td>0</td>
<td>1/2</td>
<td>1/4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11/20</td>
<td>0</td>
<td>17/50</td>
<td>-1/25</td>
<td>1/4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1/2</td>
<td>0</td>
<td>371/1360</td>
<td>-137/2720</td>
<td>15/544</td>
<td>1/4</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>25/24</td>
<td>-49/48</td>
<td>125/16</td>
<td>-85/12</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>25/24</td>
<td>-49/48</td>
<td>125/16</td>
<td>-85/12</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1/4</td>
<td>0</td>
<td>1/4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3/4</td>
<td>0</td>
<td>1/2</td>
<td>1/4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11/20</td>
<td>0</td>
<td>17/50</td>
<td>-1/25</td>
<td>1/4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1/2</td>
<td>0</td>
<td>371/1360</td>
<td>-137/2720</td>
<td>15/544</td>
<td>1/4</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>79/24</td>
<td>-5/8</td>
<td>25/12</td>
<td>-85/6</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>79/24</td>
<td>-5/8</td>
<td>25/12</td>
<td>-85/6</td>
<td>0</td>
</tr>
</tbody>
</table>
Appendix B

Dealiasing explained

The concept of dealiasing was introduced by Orzag (1980). In numerical modelling of complex physical processes, we come across non-linear terms. In the present context, we have quadratically nonlinear terms which represent the advective part of the equation. For example, let us take terms like,

\[ u_1(x) \times u_2(x), \]  

where, \( u_1 \) and \( u_2 \) are solution variables and \( x \) is a physical dimension. Now, when we use Fourier spectral collocation methods such as those described in chapter 3, such products in Fourier space will look like,

\[ \hat{u}_1(k) \times \hat{u}_2(k), \]  

where, \( \hat{u} \) represent the solution variables in the spectral space or Fourier space and \( k \) is a Fourier mode. Such calculations are called convolutions and they are expensive to calculate in the Fourier space. So, we transform these terms in to the physical space and there we multiply them. After that, we bring the product back to Fourier space for further calculations. However, in doing so, we have contributions from both the modes of \( \hat{u}_1 \) and \( \hat{u}_2 \), for example,

\[ e^{ik_1x}e^{ik_2x} = e^{i(k_1+k_2)x}. \]  

The solution is represented by the modes \( k \leq N_m \). However, when \( k_1 + k_2 > N_m \), the solution is supposed to be aliased. This is explained with an example. Let us take \( u_1 = \sin(k_1x) \) and \( u_2 = \sin(k_2x) \). So, their product will look like,

\[ u_1 \times u_2 = \frac{1}{2} \left\{ \cos((k_1 - k_2)x) - \cos((k_1 + k_2)x) \right\}. \]
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We would like the mode \( k_1 + k_2 \) to be lying below \( N_p/2 \) in the mode space shown in the number line in figure B.1. Now, let us consider the case when it is not.

If we look at figure B.2, we can see that \( k_1 + k_2 \) is aliased to \( k_1 + k_2 - N_p \) which is inside the range of wavenumbers which represent the solution. The word alias implies that same solution is represented by modes of two different waves. This is unphysical and at each time step of the numerical simulation, when calculating the nonlinear part of the equation, the larger modes will contribute their energy like this. This will lead the solution to blow up. To see how \( k_1 + k_2 \) aliased to \( k_1 + k_2 - N_p \), let us look at the complex to real Fourier transform which is given as

\[
\hat{u}(x_j) = \sum_{k=-K}^{K} \hat{u}_k e^{ikx_j}, \quad j = 1, \ldots, N, \quad (B.5)
\]

where, \( N = 2K + 1 \) and \( K \) is the number of Fourier modes. The exponential from this transformation is \( e^{ikx_j} \). If we put \( k = k_1 + k_2 = N_p/2 + d \) inside the exponential, and make some small changes in the terms like \( N_p/2 + d = N_p - N_p/2 + d \), then,

\[
e^{i(N_p-N_p/2+d)2\pi j/N} = e^{i2\pi j} e^{(N_p/2+d)2\pi j/N}, \quad (B.6)
\]

where \( e^{i2\pi j} = 1 \) for all \( j \), which means \( N_p/2 + d \) is aliased to \( -N_p/2 + d \) which is nothing but \( k_1 + k_2 - N_p \). Conversely, \( -(k_1 + k_2) \) will be aliased to \( N_p - (k_1 + k_2) \). Suppose we fix a mode \( k \) such that we do not want this aliasing inside \((-k, k)\), then,

\[
N_p - (k_1 + k_2) > k; \quad (B.7)
\]

and when if we take \( k_1 = k_2 = k \), then \( N_p - 2k > k \), in other words \( k < N_p/3 \) or

\[
k < (2/3)N_p/2, \quad (B.8)
\]

which is famously known as the 2/3 rule \cite{Boyd2001} for dealiasing. So, when we restrict ourselves with the modes \((-k, k)\) with this rule, and put rest of the modes to zero, we have dealiased the solution. It is vivid if we continue to explain the dealiasing with numbers. Let us say \( N_m = 10, N_p = 2N_m \). According to the 2/3 rule, \( k < 7 \). If we use \( k_1 = 2 \) and \( k_2 = 3 \), \( k_1 + k_2 < 10 \), they do not alias. However, if we use \( k_1 = 5 \) and \( k_2 = 6 \), then we have \( k_1 + k_2 = 11 \). Now, the wavenumber line looks like the one shown in figure B.3. It must be noted that \( k_1 + k_2 = 11 \) is aliased to \(-10 \) which is outside the range of \( k \) which is \((-7, 7)\). Now, consider \( k_1 = 8 \) and \( k_2 = 9 \) which will be aliased to \( k_1 + k_2 - 20 = -3 \). This lies inside \(-7, 7 \) as shown in figure B.4. For intuitive purposes, consider the problem of thermal convection where the nonlinear terms such as \((u \cdot \nabla \omega)\)
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has contributions from large modes in between $(k, N_p/2)$. Such modes will unwantedly appear inside $(-k, k)$ at each time step and starts accumulating additional energy over time. This will eventually lead to blow up of energy. So if we keep $k_1, k_2 < (2/3)N_p/2$ and put all other $k_1, k_2 = 0$ in between $(k, N_p/2)$, then the solution is dealiased.

An alternative way to ensure dealiasing is to use the $(3/2)$ rule. Here, the number of physical points must be taken as $N_p = 3N_m$ which means that, $k < 2/3(N_p/2)$. Therefore, the preferred number of modes must follow $k < N_m$ which in turn means we are not required to truncate any modes for dealiasing. However, we deal with $3/2N_m$ modes while performing the forward or inverse Fourier transforms and only $N_m$ modes are used for solving the problem. Thus, the remaining $N_m/2$ must be put to zero and padded with the non-zero $N_m$ modes and only after doing this we must take the complex to real Fourier transform. It is one’s choice to use the $2/3$ or the $3/2$ rule. However, we can note that $3/2$ rule does not involve any truncation of the modes, so for a given $N_m$ we may see the complete power spectral density or the kinetic energy spectra for all the modes $N_m$. Following the above discussion, if we consider the same example as above, when we have $k_1 = 2$ and $k_2 = 3$, the power spectral density for the product after taking FFT can be shown as in figure B.5.

It is noted that $k_1 + k_2 < 7$, so there is no problem of aliasing. However, when we have $k_1 = 8$ and $k_2 = 9$, then $k_1 + k_2 > 7$. So when we don’t apply the $(3/2)$ rule, it has to alias which is shown in figure B.6. The aliased mode is $k_1 + k_2 = 17$ which is aliased to $k_1 + k_2 - 17 = -3$. Since we consider transform of real variables i.e. we have modes running from $0-N_p/2$, it will be aliased to 4 as it has to include the $k = 0$ as well. However, when we apply the dealising rule, we do not see this aliasing happening as shown in figure B.7. Therefore, we can conclude that dealiasing plays a very important role while using Fourier spectral methods for solving a nonlinear problem.
Appendix B – Dealiasing explained

Figure B.1

Figure B.2

Figure B.3

Figure B.4
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Figure B.5: Power spectral density when $k_1 = 2$ and $k_2 = 3$

Figure B.6: Power spectral density without 3/2 rule when $k_1 = 8$ and $k_2 = 9$.

Figure B.7: Power spectral density with 3/2 rule when $k_1 = 8$ and $k_2 = 9$. 
Appendix C

Simulation data

All the simulation cases shown performed for all the time integration methods were stored in ascii files. The data for the accuracy and cost analysis are saved in data1.txt. The different columns of the ascii file are described in Table C.1 below.

<table>
<thead>
<tr>
<th>Column</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Case number</td>
</tr>
<tr>
<td>2</td>
<td>Rayleigh number $\left( Ra \right)$</td>
</tr>
<tr>
<td>3</td>
<td>Prandtl number $\left( Pr \right)$</td>
</tr>
<tr>
<td>4</td>
<td>Reynolds number $\left( Re \right)$</td>
</tr>
<tr>
<td>5</td>
<td>Nusselt number $\left( Nu \right)$</td>
</tr>
<tr>
<td>6</td>
<td>Viscous dissipation</td>
</tr>
<tr>
<td>7</td>
<td>Buoyancy power</td>
</tr>
<tr>
<td>8</td>
<td>Maximum order $\left( N_m \right)$</td>
</tr>
<tr>
<td>9</td>
<td>Number of Chebyshev points along radius $\left( N_c \right)$</td>
</tr>
<tr>
<td>10</td>
<td>Simulation start time</td>
</tr>
<tr>
<td>11</td>
<td>Simulation end time</td>
</tr>
<tr>
<td>12</td>
<td>Diffusive time scale along radius $\left( \tau_L \right)_r$</td>
</tr>
<tr>
<td>13</td>
<td>Adveactive time scale along radius $\left( \tau_N \right)_r$</td>
</tr>
<tr>
<td>14</td>
<td>Diffusive time scale along azimuth $\left( \tau_L \right)_\phi$</td>
</tr>
<tr>
<td>15</td>
<td>Adveactive time scale along azimuth $\left( \tau_N \right)_\phi$</td>
</tr>
<tr>
<td>16</td>
<td>Boundary condition</td>
</tr>
<tr>
<td>17</td>
<td>Name of the time scheme</td>
</tr>
<tr>
<td>18</td>
<td>Physical time taken or cost for one iteration</td>
</tr>
<tr>
<td>19</td>
<td>Number of iterations</td>
</tr>
<tr>
<td>20</td>
<td>Timestep size $\left( \Delta t \right)$</td>
</tr>
<tr>
<td>21</td>
<td>Infinite norm of error in temperature $\left( | \epsilon |_\infty \left( T \right) \right)$</td>
</tr>
<tr>
<td>22</td>
<td>Infinite norm of error in vorticity $\left( | \epsilon |_\infty \left( \omega \right) \right)$</td>
</tr>
<tr>
<td>23</td>
<td>Infinite norm of error in radial velocity $\left( | \epsilon |_\infty \left( u_r \right) \right)$</td>
</tr>
<tr>
<td>24</td>
<td>Infinite norm of error in azimuthal velocity $\left( | \epsilon |<em>\infty \left( u</em>\phi \right) \right)$</td>
</tr>
<tr>
<td>25</td>
<td>$L^2$ norm of error in temperature $\left( | \epsilon |_{L^2} \left( T \right) \right)$</td>
</tr>
<tr>
<td>26</td>
<td>$L^2$ norm of error in vorticity $\left( | \epsilon |_{L^2} \left( \omega \right) \right)$</td>
</tr>
<tr>
<td>27</td>
<td>$L^2$ norm of error in radial velocity $\left( | \epsilon |_{L^2} \left( u_r \right) \right)$</td>
</tr>
<tr>
<td>28</td>
<td>$L^2$ norm of error in azimuthal velocity $\left( | \epsilon |<em>{L^2} \left( u</em>\phi \right) \right)$</td>
</tr>
<tr>
<td>29</td>
<td>Slope of Temperature w.r.t infinite norm</td>
</tr>
<tr>
<td>30</td>
<td>Slope of Vorticity w.r.t infinite norm</td>
</tr>
<tr>
<td>31</td>
<td>Slope of Radial Velocity w.r.t infinite norm</td>
</tr>
<tr>
<td>32</td>
<td>Slope of Azimuthal velocity w.r.t infinite norm</td>
</tr>
<tr>
<td>33</td>
<td>Slope of Temperature w.r.t $L^2$ norm</td>
</tr>
<tr>
<td>34</td>
<td>Slope of Vorticity w.r.t $L^2$ norm</td>
</tr>
<tr>
<td>35</td>
<td>Slope of Radial Velocity w.r.t $L^2$ norm</td>
</tr>
<tr>
<td>36</td>
<td>Slope of Azimuthal velocity w.r.t $L^2$ norm</td>
</tr>
<tr>
<td>37</td>
<td>Slope of Azimuthal velocity w.r.t $L^2$ norm</td>
</tr>
</tbody>
</table>
Likewise, the data from the stability analysis which is shown in Table 4.4 of chapter 4 is saved in data2.txt.
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