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Introduction

I have done a terrible thing, I have postulated a particle that cannot be detected
—Wolfgang Pauli, cited by Frederick Reines in his foreword to Spaceship Neutrino by Christine Sutton

Neutrinos were introduced in 1930 by Wolfgang Pauli to address the question of the apparent non-conservation of the energy observed in $\beta$-decays [1]. They were experimentally observed only 60 years ago, in 1956 by Frederick Reines and Clyde Cowan, who detected electron anti-neutrinos emitted by the Savannah River nuclear reactor [2]. Neutrinos have since then driven the understanding of our universe, be it by introducing lepton number conservation, furthering our knowledge of the Standard Model of particle physics, or, at the opposite size scale, allowing us to understand cosmic events such as supernova explosions.

The 2015 Nobel Physics prize was awarded to T.Kajita (Super Kamiokande) and A.B. McDonald (Sudbury Neutrino Observatory) for "the discovery of neutrino oscillations, which shows that neutrinos have mass". By implying that neutrinos have a non-zero mass, neutrino oscillations are an indication of a physics beyond the Standard Model.

Neutrino oscillations are parametrized by two relative mass differences, distinguishing the three mass states of a neutrino, and three mixing angles, describing the repartition of each neutrino flavor on those mass states. An additional parameter $\delta_{\text{CP}}$ characterizing the CP-violation phase of neutrino oscillation was recently announced to be non-zero at $2\sigma$ by the T2K experiment at the NEUTRINO2016 conference this summer [3].

Oscillation signature in the solar neutrino flux observed by the SNO experiment [4] and the one of the atmospheric neutrino flux observed by the Super Kamiokande [5] experiment are driven respectively by the $\theta_{12}$ and $\theta_{23}$ mixing angles, the Double Chooz experiment was designed to perform a measurement of the last mixing angle $\theta_{13}$ via the measurement of the oscillation of the neutrino flux emitted by the two nuclear reactors of the Chooz power plant in the French Ardennes region [6]. The oscillation measurement is performed by two identical detectors at different distances from the reactor cores. The Near Detector provides a reference of the flux and energy spectrum of the neutrinos, and the comparison between that reference and the flux and spectrum observed in the Far detector allows to measure the $\theta_{13}$ parameter.

A first indication of a non-zero $\theta_{13}$ had been found in 2011 [7], before I started working on
the experiment. However, this measurement was performed in a first phase of the experiment, with only one of the two planned detectors in operation. I was lucky enough to be part of the first analysis of Double Chooz with the full detector configuration. In shallow neutrino oscillation experiments, background constraint is one of the major effort of the analysis. My main study was the development of background reduction techniques for Stopping Muons decaying in the detectors. This background is one of the most dangerous for the experiment, particularly to the Near Detector, located at shallower depth.

This thesis is articulated around six chapters, the first chapter describes the path of neutrino discovery, from its first postulation to its experimental evidence, and on to the understanding of its properties, such as its interactions, its oscillating behaviour, and its potential as a messenger in various domains such as monitoring nuclear reactors, probing the composition of the deep earth, or even as a messenger for astrophysics.

The second chapter describes the Double Chooz experiment. Here are presented the experimental concept of the measurement of oscillations with multiple detectors proposed by Double Chooz, the detection process for the $\bar{\nu}_e$, the design of the detectors and the acquisition chain. The energy and vertex reconstruction applied to the events are also presented.

The third chapter describes the tests I performed during the commissioning of the Near Detector to evaluate the linearity of the Flash-ADC used to digitize the analog signals from the PMTs. The understanding of the digitization process and of the PMT pulse shape also allowed us to devise a new method of calorimetry to evaluate the energy deposited in the detector with a better linearity at low energy. This new reconstruction, called RecoZoR, is also presented in this chapter.

The fourth chapter describes the analysis performed by the collaboration to measure $\theta_{13}$. Since the beginning of Double Chooz data taking, several analyses were successively performed, increasing both the statistics and systematic uncertainty of the $\theta_{13}$ measurement. During the course of my PhD, I took part in several of these analyses, here I will present the last single-detector results from Double Chooz, and the first two-detector analysis of the experiment.

The fifth chapter describes a side experiment called Double Chooz Time Projection Chamber (DCTPC), a gaseous neutron TPC that was installed in order to provide information on the direction, rate and spectral shape of the Fast Neutron flux in both of the experimental halls of Double Chooz. I was involved in all the stages of this experiment, from the installation, the running of the TPC, the energy reconstruction and the data analysis.

Finally, the sixth chapter describes the methods I developed in order to tag and reject Stopping Muons that decay in the Double Chooz detectors. Here are described as well the studies I performed to evaluate the performance of these methods in terms of rejection capabilities and efficiency on the neutrino candidates in the rest of the Double Chooz selection.
Chapter 1

The Neutrino, an Evasive Particle

The path of neutrino understanding is full of theoretical puzzles and technological challenges. Not only do they evade detection, they also evade comprehension.

They are neutral leptons, described as massless by the Standard Model (SM). As such, they are only sensitive to weak interactions, making their interaction with other particles very unlikely. Neutrino experiments over the past two decades have evidenced a behaviour called neutrino oscillations that proves that neutrino are in fact massive, which is not predicted by the SM.

In this chapter, we will discuss the discovery of the neutrino and the long path to understanding this particle, both theoretically and experimentally, with an emphasis on the oscillation phenomenon.

1.1 Neutrino Discovery

The discovery of the neutrino is closely linked to our growing knowledge of nuclear science. In the beginning of the XXth century, β-decay was understood as a parent nucleus \( X \) decaying into a daughter nucleus \( Y \) and the emission of a β-particle: \( X = Y + e^\pm \). The sign of the electron determines the name of the decay being β⁺ or β⁻. This understanding required the electron to have a fixed energy. However, in 1914, a continuous electron spectrum was observed by James Chadwick [8].

This result seemed in contradiction with the principle of energy conservation, such that Niels Bohr suggested that the energy could be conserved only statistically [9]. 16 years later, in 1930, Wolfgang Pauli proposed to have a new particle he called a neutron, that would restore the energy conservation. This particle would be neutral to ensure charge conservation, of spin \( 1/2 \) to conserve angular momentum, would be much lighter than a proton (\( < 0.01m_p \)), and with a penetrating power "perhaps ten times larger [...] than a gamma-ray" [1].

After Chadwick’s discovery in 1932 of a neutral particle of mass comparable to the one of a proton that he calls neutron [10], Enrico Fermi renamed Pauli’s particle neutrino when he formulated the three-body β-decay (eq. 1.1,1.2) in 1934 [11]. Pontecorvo extended Fermi’s theory to muon decays in 1947 [12], prefiguring the lepton families. β-decays are now understood
as three body decays, the spectrum of electrons is thus continuous and the missing energy is carried away by neutrinos.

\[ \frac{1}{2} X = Z_{-1}^A Y + e^+ + \nu_e \quad \beta^+ \text{decay} \quad (1.1) \]

\[ \frac{1}{2} X = Z_{+1}^A Y + e^- + \bar{\nu}_e \quad \beta^- \text{decay} \quad (1.2) \]

Since neutrinos are neutral leptons, they are not submitted to strong or electromagnetic interactions, but only to weak interactions. As such, the detection of neutrinos was long thought impossible. However, Frederick Reines and Clyde Cowan used inverse \( \beta^- \)-decay (IBD, eq. 1.3) from anti-neutrinos emitted by the Savannah River nuclear reactor to achieve the first detection of neutrino in 1956 [13, 2].

\[ p + \bar{\nu}_e \rightarrow n + e^+ \quad (1.3) \]

Their detector was segmented in layers of Cadmium chloride dissolved in water, and liquid scintillator equipped with photo multiplier tubes (PMT). The coincidence between the positron scintillation signal and the scintillation of gammas from the neutron capture on cadmium was used to tag a neutrino event. By comparing data with the nuclear reactor on and off, as shown in Figure 1.1, they were able to show the detection of the neutrino and to measure an interaction cross section \( \sigma_{\exp} = (1.2^{+0.7}_{-0.4}) \times 10^{-43}\text{cm}^2 \) compatible with the theorized value of \( \sigma_{\text{th}} = (1.0 \pm 0.17) \times 10^{-43}\text{cm}^2 \) [14].

Figure 1.1: Time delay between the positron and delayed neutron capture on Cadmium for data acquired with the reactor on and off [14].

An experiment conducted by Davis and Harmer in 1959 at the Savannah River nuclear reactor as well, aiming to observe the reaction \( \bar{\nu}_e^{37}\text{Cl} \rightarrow ^{37}\text{Ar} e^- \) gave negative results. This can be explained by the introduction in 1953 by Konopinski and Mahmoud of the Lepton number \( L \). The lepton number is +1 for an electron and neutrino, and −1 for a positron and anti-neutrino.
The lepton number is conserved throughout interaction, therefore, a $\bar{\nu}$ can only produce an $e^+$ when interacting on a nucleus, and therefore, by charge conservation, can only change a proton into a neutron.

In the year following the discovery of the neutrino, Lee and Yang showed that the weak interaction could violate the conservation of parity [15]. This behaviour was observed a few months later, in 1957, by Wu et al. by observing an asymmetry in the $\beta$ emission of the decay of polarized $^{60}$Co[16] as shown in Figure 1.2. The asymmetry was measured by comparing the number of electrons emitted upward for a given temperature of the sample to the number of electrons emitted upward for the warm sample. One can see that the electrons are emitted preferentially opposite to the direction of the magnetic field. In fact the Wu experiment showed not only that the conservation of parity $P$ is violated, but that invariance under charge symmetry $C$ is violated as well. These results were confirmed by Goldhaber a year later [17].

![Image](image.png)

*Figure 1.2: Wu observed the direction of emission of electrons in the decay of cooled down $^{60}$Co under two opposite orientations of magnetic field. When the sample is warm (in the end of the experiment) electrons are emitted isotropically, however, at the beginning of the experiment, the electrons are preferentially emitted in the direction opposite to the magnetic field. This result was the first evidence that the $P$ symmetry was violated.*

In 1962, Danby et al. exposed a spark chamber to the first neutrino beam at the Brookhaven National Laboratory. The neutrino beam was created from 15 GeV protons impinging on a Beryllium target creating, among other products, pions and kaons that in turn decay into muons and neutrinos:

\[
\pi^\pm \rightarrow \mu^\pm \nu(\bar{\nu}) \\
K^\pm \rightarrow \mu^\pm \nu(\bar{\nu})
\]  

The charged leptons were stopped in a 13.5 m iron shielding, and only neutrinos were left to interact in the spark chamber. Neutrinos were found to specifically create muons through charged current interaction, which led to the idea of a different family of neutrino than those detected by Cowan and Reines [18].

The fact that the two lepton families are distinct, with a $\nu_e$ always producing a $e$, and a $\nu_\mu$ always producing a $\mu$ lead to the conclusion that muons and electrons should have separate lepton numbers $L_e$ and $L_\mu$. 
When in 1975 a third family of lepton, the $\tau$-lepton was discovered, a third neutrino was thought to exist, the $\nu_\tau$ which would couple to the $\tau$ with a new lepton number $L_\tau$ as the $\nu_\mu$ couples to the $\mu$ and the $\nu_e$ couples to the $e$. However, because of the very short life-time of the $\tau$, the experimental evidence of the existence of the $\nu_\tau$ was very challenging. A definitive confirmation that a third neutrino family should exist was given by the LEP experiments ALEPH, DELPHI, L3 and OPAL at CERN in which the decays of bosons $W^\pm$ and $Z^0$ were studied in detail between 1990 and 2000. The study of the decay of the $Z^0$ boson allowed to fix at three the number of active neutrino families [19]. The decay width of the $Z^0$, as the sum of the widths of all independent decay processes, depends on the number of neutrino flavors. Thus the decay width of the $Z^0$ can be written $\Gamma_Z = \Gamma_c + \Gamma_{inv}$ where $\Gamma_c$ is the contribution of all the processes that include charged fermions, and $\Gamma_{inv}$ the contribution of all invisible processes, including the $Z^0 \to \nu_\tau \bar{\nu}_\tau$ decay.

$$\frac{\Gamma_{inv}}{\Gamma_{SM}} = 2.9840 \pm 0.0082$$ (1.6)

The invisible contribution is found to be three times bigger than the contribution predicted by the SM for a single neutrino flavor ($\Gamma_{SM}^{inv}$). The LEP results only constrain the number of neutrino flavors to three under the mass of $m_Z/2 \approx 45.5$ GeV/c$^2$. There could still be a flavor above that energy.

The third family of neutrino was finally discovered in 2001 by the DONUT experiment at Fermilab [20]. The DONUT experiment looks for $\nu_\tau$ interaction in emulsion targets interleaved with scintillator and steel absorbers. $\nu_\tau$ interaction is identified as the only lepton created in

![Graph](image-url)
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a vertex originating inside the detector and decaying within 2 mm of its creation point. Figure 1.4 shows one of the four events identified as $\nu_e$. In this event, the two tracks on the side are interpreted as hadronic showers, and the central track shows a kink after a flight of 4535 $\mu$m, the daughter particle is identified as an electron. This event is compatible with a $\tau^- \to e^- \bar{\nu}_\tau \nu_e$ or the CP conjugate.

Each charged lepton flavor is then linked to the corresponding neutrino through the conservation of the lepton number.

$$L_\alpha = \begin{cases} 1 \{\alpha, \nu_\alpha\} & \text{for } \nu_e, \bar{\nu}_e, \tau, \bar{\tau} \\ -1 \{\bar{\alpha}, \bar{\nu}_\alpha\} & \text{for } \mu, \bar{\mu}, \tau, \bar{\tau} \\ 0 & \text{for the rest} \end{cases}$$

1.2 The Neutrino in the Standard Model

The Standard Model of particle physics (SM) is an evolving model that describes the three fundamental interactions (strong, electro-magnetic and weak interactions) and their effects on elementary particles. The gravity is not described by the SM for now. Elementary particles are grouped in two categories: Fermions, with half integer spin, and Bosons, with integer spin. Vectors bosons are carriers of the strong interaction (eight gluons), the electro-magnetic interaction (photon) and the weak interaction (W and Z bosons). An additional scalar boson, the Higgs boson, is needed to provide masses to the particles.

Fermions are furthermore separated in two categories: the quarks, which are sensitive to all four interactions, and the leptons which are not sensitive to strong interaction, but only to electro-magnetic, weak, and gravitational interactions. Quarks cannot be observed as free entities, since they are always confined into composite structures of finite dimensions called hadrons. In particular, their mass can only be measured as effective masses within bound system. Figure 1.5 shows an overview of the organization of particles in the Standard Model.

The SM is a gauge theory under the local symmetry group $SU(3)_C \times SU(2)_L \times U(1)_Y$, where $C$, $L$ and $Y$ respectively stand for the color, the left-handed chirality, and the hyper-charge. Lie
Figure 1.5: Overview of the Standard Model of elementary particles and gauges bosons. Anti-particles are not shown here for brevity.
algebras determine that a $SU(n)$ group has $n^2 - 1$ generators, while $U(n)$ groups have $n^2$ generators. Therefore $SU(3)_C$ has eight generators, the gluons, $SU(2)$ has three generators, the $W^\pm$ and $Z^0$ bosons, and $U(1)$ has one generator, the photon $\gamma$. $SU(3)_C$ can be separated from our study because the symmetry of quantum chromodynamics (QCD) is left unbroken by the electro-weak interaction from $SU(2)_L \times U(1)_Y$, hence the separation between quarks and leptons.

Even in the lepton sector, neutrinos have a particular role as they are neutral, and thus are not sensitive to the electro-magnetic interaction. Their interactions are only guided by the $SU(2)$ symmetry group, i.e., they can only interact through the exchange of $W^\pm$ or $Z^0$ bosons. Figure 1.6 shows the three possible interaction of neutrinos in the $SM$. The exchange of a $W^\pm$ boson is called Charge Current (CC), and the exchange of a $Z^0$ boson is called Neutral current (NC).

\[ \nu_\alpha \quad W^+ \quad \alpha^- \quad d \quad u \]
\[ \bar{\nu}_\alpha \quad W^- \quad \alpha^+ \quad u \quad d \]
\[ \nu_\alpha \quad Z^0 \quad \beta \quad \beta \]

(a) CC \hspace{1cm} (b) CC \hspace{1cm} (c) NC

Figure 1.6: Examples of Charged Current interactions (CC) and Neutral Current (NC) for neutrino and anti-neutrino of flavor $\alpha$.

In a CC, the outgoing lepton is specific to the flavor of the neutrino, and the sign is specific of it being neutrino/anti-neutrino. NC is not flavor specific and corresponds to elastic scattering of neutrinos or anti-neutrinos on a given particle.

NC is not flavor-specific, neutrinos of any flavor can interact with any quark or lepton. It is typically through this interaction that $\nu_\mu$ or $\nu_\tau$ scatter on the electrons of the conventional matter in Cerenkov detectors.

CC however is flavor-specific, i.e. a $\nu_\alpha$ interacting through CC can only produce a $\alpha$. It is then possible to differentiate between neutrinos of two flavors, in the same beam for instance. For $\nu_e$ undergoing elastic scattering on electrons, it is interesting to note that CC and NC will both happen, while only NC is available for $\nu_\mu$ and $\nu_\tau$, thus increasing the $\nu_e$ cross section.

Following the results of Wu and Goldhaber on the Charge Parity symmetry breaking of the electro-weak interaction, fermions are described as left-handed doublets, that can interact with gauge bosons, and right-handed singlets that cannot. However, the existence of a right-handed neutrino has never been observed, as such, neutrinos do not have a right-handed component in the $SM$, as a consequence, anti-neutrinos are always right-handed.
1.3 Missing Neutrinos

1.3.a The Solar Neutrino Problem

Once neutrinos were discovered, and it was found that no shielding could prevent their presence in sensitive experiments, it became important to characterize precisely their properties and sources. Neutrinos were particularly a dangerous background to proton-decay experiments. The Sun is a bright source of neutrinos. The two main neutrino production processes in the Sun are the so-called pp chain and CNO cycle:

\[
p + p \rightarrow d + e^+ + \nu_e \quad (pp) \tag{1.8}
\]

Although the pp chain is the dominant neutrino production process, other sub-dominant processes occur, but the maximum energy of the neutrinos in these processes make them easier to detect.

\[
\begin{align*}
p + e^- + p & \rightarrow d + \nu_e \quad (pep) \\
\frac{3}{2}\text{He} + p & \rightarrow \frac{3}{2}\text{He} + e^+ + \nu_e \quad (hep) \\
\frac{7}{4}\text{Be} + e^- & \rightarrow \frac{7}{4}\text{Li} + \nu_e \quad (7\text{Be}) \\
\frac{8}{3}\text{B} & \rightarrow \frac{8}{3}\text{Be}^* + e^+ + \nu_e \quad (8\text{B})
\end{align*}
\]

Organic elements are produced in the Sun through the CNO cycle:

\[
\begin{align*}
p + ^{12}\text{C} & \rightarrow ^{13}\text{N} + \gamma \\
& \quad ^{13}\text{N} \rightarrow ^{13}\text{C} + e^+ + \nu_e \\
p + ^{13}\text{C} & \rightarrow ^{14}\text{N} + \gamma \\
p + ^{14}\text{N} & \rightarrow ^{15}\text{O} + \gamma \\
& \quad ^{15}\text{O} \rightarrow ^{15}\text{N} + e^+ + \nu_e \\
p + ^{15}\text{N} & \rightarrow ^{12}\text{C} + \alpha
\end{align*}
\]

The neutrino generation in the pp-chain and in the CNO-cycle can be summarized as \( 4p \rightarrow ^4\text{He} + 2e^+ + 2\nu_e \), releasing an energy of 26.731 MeV. With this energy release, it is possible to compute the solar neutrino flux expected on earth as:

\[
\Phi_{\nu_e} = 2 \times \frac{L_\odot}{Q \times 4\pi R^2} = 6.385 \times 10^{10}\text{cm}^{-2}\text{s}^{-1}, \tag{1.11}
\]

with \( L_\odot = 3.846 \times 10^{26}\text{W} \) the Sun luminosity, and \( R = 149.598 \times 10^6\text{km} \) the astronomical unit.

Figure 1.7(a) shows the spectra of the different neutrino production processes in the sun, normalized to their expected fluxes. At the top of the figure are shown the energy ranges of sensitivity of the different solar experiments. Figure 1.7(b) shows the angular distribution of events in the Kamiokande detector with respect to the direction of the Sun. The Kamiokande detector is a Cerenkov detector, \( \nu_e \) from the sun interact through elastic scattering (here it could be CC or NC) on electrons, and the recoiling electron produces a Cerenkov light cone that can be used to reconstruct the energy and direction of the incoming neutrino. An excess of
events is observed in the direction of the Sun ($\cos \theta_{\text{sun}} = 1$) with respect to the other directions, corresponding to solar neutrinos. However, a deficit of $\sim 50\%$ is observable when comparing to the prediction.
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**Figure 1.7:** 1.7(a): Spectra of the various neutrino production processes in the Sun. The black lines correspond to the pp-chain decays, and the blue lines to the CNO cycle [21]. 1.7(b): Reconstructed angle of events in the Kamiokande detector with respect to the direction of the Sun. $\cos(\theta_{\text{sun}}) = 1$ corresponds to the direction of the Sun. A deficit is observed between the data points and the prediction (solid line) [22].

This observation is consistent with other flavor-specific solar neutrino experiments as presented in Figure 1.8(a). However, the SNO experiment, located at the Sudbury Neutrino Observatory measures the expected flux when accounting for all neutrino interactions. The particularity of the SNO experiment is the use of heavy water, allowing for a measurement of the neutrino-deuteron reaction forming two protons (CC on the neutron, possible only for $\nu_e$), or resulting to a proton and a neutron (NC on the neutron or proton, possible for all flavors), but also the elastic scattering (ES) on electrons, producing Cerenkov light, and available for all flavors. Therefore, the SNO experiment is sensitive to all three flavors.

Figure 1.8(b) shows a common fit of the SNO and Super-Kamiokande experiments, comparing the flux observed by CC, hence a pure $\nu_e$ flux $\Phi_e$, to fluxes measures by NC and ES. The last two detection processes are available to all flavor, so the measured flux is the sum of $\Phi_e$ and the flux of neutrino with different flavor $\Phi_{\nu_T}$. Super-Kamiokande only sees the ES process. The width of the bands corresponds to a 68% confidence level (C.L.). A global fit, the result of which is shown by the ellipses, is performed to estimate the fraction of $\nu_e$ that have changed flavors into $\nu_\mu$ or $\nu_\tau$. The prediction based on the Solar Standard Model (SSM) is shown by the two parallel dotted lines (68% C.L.) and is perfectly compatible with the best fit value from SNO and Super-Kamiokande. The concentric ellipses show the areas in which the true values has a probability of being of 68% to 99% from the center outward.

The SNO experiment has provided the proof of the existence of a flavor-changing behaviour
in the propagation of solar neutrinos.

\[ \pi^+ \rightarrow \mu^+ + \nu_\mu \]  \hspace{1cm} (1.12)
\[ \mu^+ \rightarrow e^+ + \nu_e + \bar{\nu}_\mu \]  \hspace{1cm} (1.13)

A ratio of $\nu_\mu / \nu_e$ of 2:1 (within systematic uncertainties of the order of 10%) is expected from these showers, but in the middle of the 1980s, The IMB and Kamiokande experiments reported ratios of respectively 0.54 and 0.60 [23]. However, the number of $\nu_e$ detected was well within the uncertainties, hence a disappearance of the $\nu_\mu$ flux had been observed.

The rate of high energy muons (above $\sim$GeV) from atmospheric showers is uniformly distributed throughout the surface of the Earth are uniform, thus, so should the $\nu_\mu$ rate be. Therefore, the flux of down-going $\nu_\mu$ and up-going $\nu_\mu$ in a Cerenkov detector such as Super-Kamiokande should be identical.

Figure 1.9(a) shows the angular distribution for e-like and $\mu$-like events, separated into two energy ranges, below and above 1 GeV. The $\nu_e$ flux is perfectly consistent with the predictions, however, the $\nu_\mu$ flux shows a clear deficit for up-going events ($\cos \theta = -1$). These neutrinos had to journey through the full Earth’s diameter, while the down-doing neutrinos only had to cross the atmosphere. For the same energy range, a disappearance of $\nu_\mu$ occurs as a function of the

1.3.b The Atmospheric Anomaly

Cosmic rays, mainly high energy protons and heavy nuclei, imping on the high atmosphere continuously. They interact with nuclei from the atmosphere and produce secondary showers containing all kinds of hadrons, which eventually decay in pions and kaons. Those pions and kaons in turn decay into muons and muon-neutrinos, and the muons decay into electrons, muon-neutrinos and electron-neutrinos.

Figure 1.8: 1.8(a): All flavor-selective experiments see a neutrino flux compatible with 1/3 to 1/2 of the expected flux from SSM. SNO, by using NC, is sensitive to all 3 flavors and see all expected neutrinos.

1.8(b): Fluxes of $^8$B neutrinos from SNO and Super-Kamiokande for different detection processes. The global fit (ellipse) is compatible with SSM prediction (dotted lines)[4].
distance travelled. Since the $\nu_e$ flux is not affected at first order, the disappeared $\nu_\mu$ must have turned into $\nu_\tau$.
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**Figure 1.9:** 1.9(a): Angular distribution of e-like and $\mu$-like events in Super-Kamiokande for sub-GeV and multi-GeV energy ranges. $\cos \theta = 1$ corresponds to down-going neutrinos (only crossing the atmosphere), and $\cos \theta = -1$ corresponds to up-going neutrinos, crossing the atmosphere and the full Earth’s diameter. The blue boxes correspond to the prediction and the black dots to the data. The red line shows the best fit assuming $\nu_\mu \leftrightarrow \nu_\tau$ oscillations [24].

1.9(b): Super Kamiokande oscillation result: the ratio of detected neutrino over the un-oscillated expectation exhibits an oscillation pattern [5].

Figure 1.9(b) shows the ratio of the observed $\nu_\mu$ flux over the predicted $\nu_\mu$ flux as a function of the $L/E$ ratio where $L$ is the distance travelled (from the muon track angle), and $E$ is the neutrino energy. The sinusoidal pattern, with a first minimum at 500 km/GeV is called the atmospheric neutrino oscillation.

### 1.4 Neutrino Oscillations

Neutrino oscillations were first introduced by Pontecorvo in 1957 to describe the possibility of a $\nu \leftrightarrow \bar{\nu}$ oscillation, as an analogy to the $K^0 \leftrightarrow \bar{K}^0$ oscillation in the quark sector. The $\nu \leftrightarrow \bar{\nu}$ has yet to be observed today, but is served as foundation for the flavor oscillation, introduced by Maki, Nakagawa and Sakata in 1962 [25], and evidenced by the SNO and Super-Kamiokande experiment as described earlier in this chapter.

#### 1.4.a Oscillations in the vacuum

The oscillation formalism requires that neutrinos have a mass, that at least two of these masses are distinct, and that the flavor eigenstates do not coincide with the mass eigenstates.
Neutrino Mixing Parametrization

Under these hypotheses the neutrino can be described equivalently in two bases: the basis of the electro-weak flavor eigenstates \( \{ |\nu_\alpha\rangle \}_{\alpha=e,\mu,\tau} \), and the basis of the mass eigenstates \( \{ |\nu_i\rangle \}_{i=1,2,3} \).

The flavor and mass eigenstates are two bases of the same vectorial space, therefore, there is a unitary \( N \times N \) matrix, called \( U_{\text{PMNS}} \), for Pontecorvo, Maki, Nakagawa, and Sakata, that allows to write:

\[
|\nu_\alpha\rangle = \sum_i U_{\alpha i}^* |\nu_i\rangle. \tag{1.14}
\]

In the three-neutrino scheme, the PMNS matrix is analogous to a 3D rotation matrix and is parametrized by three Euler angles \( \theta_{ij} \), called mixing angles, and a CP-violation phase \( \delta_{\text{CP}} \):

\[
U_{\text{PMNS}} = \begin{pmatrix}
U_{e1} & U_{e2} & U_{e3} \\
U_{\mu1} & U_{\mu2} & U_{\mu3} \\
U_{\tau1} & U_{\tau2} & U_{\tau3}
\end{pmatrix}, \tag{1.15}
\]

\[
U_{\text{PMNS}} = \begin{pmatrix}
1 & 0 & 0 \\
0 & c_{23} & s_{23} \\
0 & -s_{23} & c_{23}
\end{pmatrix} \begin{pmatrix}
c_{13} & 0 & s_{13}e^{-i\delta_{\text{CP}}} \\
0 & 1 & 0 \\
-s_{13}e^{i\delta_{\text{CP}}} & 0 & c_{13}
\end{pmatrix} \begin{pmatrix}
c_{12} & s_{12} & 0 \\
-s_{12} & c_{12} & 0 \\
0 & 0 & 1
\end{pmatrix}, \tag{1.16}
\]

where \( c_{ij} \) stands for \( \cos(\theta_{ij}) \) and \( s_{ij} \) stands for \( \sin(\theta_{ij}) \).

The first matrix, parametrizing the \( \nu_\mu \leftrightarrow \nu_\tau \) oscillations with the \( \theta_{23} \) mixing angle, is known as the atmospheric sector. The second matrix, parametrizing the \( \nu_\mu \leftrightarrow \nu_e \) oscillations with the \( \theta_{13} \) mixing angle, is called the reactor sector; it is this angle that Double Chooz measures. The third matrix, parametrizing the \( \nu_e \leftrightarrow \nu_\mu \) oscillation with the \( \theta_{12} \) mixing angle is the solar sector.

When this parametrization was first established, \( \theta_{13} \) was the last unknown mixing angle, and was thought to be very small as only a upper limit had been place by the CHOOZ experiment [26]. The effects of \( \delta_{\text{CP}} \) cannot be observed, should one of the angles be zero. \( \delta_{\text{CP}} \) was therefore arbitrarily placed in the reactor matrix. If one considers neutrinos as Majorana particles, a fourth matrix needs to be added \( M_{\text{Majorana}} = \text{diag}(1, e^{i\phi_1/2}, e^{i\phi_2/2}) \) with two additional phases \( \phi_1 \) and \( \phi_2 \).

This description can easily be extended to a \( N \)-neutrino scheme, with \( N \) flavor and mass states. The \( N \times N \) unitary matrix can be parametrized by \( N(N-1)/2 \) Euler angles and \( N(N+1)/2 \) CP-violating phases. If the neutrino is a Dirac particle, only \( (N-1)(N-2)/2 \) phases are physical. If, however, the neutrino is a Majorana particle, the matrix contains \( N(N-1)/2 \) CP-violating phases.

Oscillation in the General \( N \)-Neutrino Framework

The mass states \( |\nu_i\rangle \) are the eigenstates of the Hamiltonian \( H_0 |\nu_i\rangle = E_i |\nu_i\rangle \), where \( E_i \) is the special relativity energy \( E_i = \sqrt{p_i^2 + m_i^2} \), with \( p_i \) is the momentum of the neutrino, and \( m_i \) is
the mass of the neutrino state $|\nu_i\rangle$.

A single mass eigenstate propagates through space as a plane wave, described by the Schrödinger equation:

$$i\hbar \frac{\partial}{\partial t} |\nu_i(t)\rangle = H_0 |\nu_i(t)\rangle \quad \text{with} \quad |\nu_i(t)\rangle = e^{-iE_it} |\nu_i\rangle \quad (1.17)$$

A flavor eigenstate can therefore be written:

$$|\nu_\alpha(t)\rangle = \sum_i U^*_{\alpha i} e^{-iE_it} |\nu_i\rangle, \quad (1.18)$$

and a mass eigenstate can be described as a linear combination of the flavor eigenstates:

$$|\nu_i\rangle = \sum_\beta U_{\beta i} |\nu_\beta\rangle. \quad (1.19)$$

By combining Equations 1.18 and 1.19, the flavor eigenstates can be expressed as:

$$|\nu_\alpha\rangle = \sum_\beta \left( \sum_i U^*_{\alpha i} e^{-iE_\beta t} U_{\beta i} \right) |\nu_\beta\rangle. \quad (1.20)$$

Even created as a pure electro-weak flavor state, the neutrino is a superposition of all flavor states, and the relative weights of each state evolves over time. The probability of transition from a state $|\nu_\alpha\rangle$ to $|\nu_\beta\rangle$ can be computed by

$$P_{\nu_\alpha \to \nu_\beta}(t) = |A_{\nu_\alpha \to \nu_\beta}(t)|^2, \quad (1.21)$$

where $A$ is the probability amplitude

$$A_{\nu_\alpha \to \nu_\beta}(t) = \sum_i U^*_{\alpha i} U_{\beta i} e^{-iE_\beta t}, \quad (1.22)$$

thus the probability $P_{\nu_\alpha \to \nu_\beta}(t)$ is

$$P_{\nu_\alpha \to \nu_\beta}(t) = \sum_{i,j} U^*_{\alpha i} U_{\beta i} U^*_{\alpha j} U_{\beta j} e^{-i(E_\beta - E_\alpha)t}. \quad (1.23)$$

Neutrinos are described as massless in the Standard Model, and no experiment was able to reach the sensitivity required to measure their mass so far, setting limits below the 1 eV scale. It is therefore reasonable to assume that neutrinos are ultra-relativistic ($m_i \ll p_i$), especially so in Double Chooz where the mean neutrino energy is $\langle E \rangle \sim 4$ MeV. The energy $E_i$ can thus be re-written:

$$E_i \simeq E + \frac{m_i^2}{2E}, \quad (1.24)$$

and $t \simeq L$ in the natural unit system ($c = 1$). Then, Equation 1.23 becomes:

$$P_{\nu_\alpha \to \nu_\beta}(L, E) = \sum_{i,j} U^*_{\alpha i} U_{\beta i} U^*_{\alpha j} U_{\beta j} e^{-i \left( E_\beta - E_\alpha \right) \frac{L}{2E}}. \quad (1.25)$$
where $\Delta m^2_{ij} = m_i^2 - m_j^2$. Finally, by decomposing the complex exponential, we find

$$P_{\nu_\alpha \rightarrow \nu_\beta} (L, E) = \delta_{\alpha\beta} - 4 \sum_{i=2}^{N} \sum_{j=1}^{i-1} \text{Re} \left[ U_{\alpha i}^* U_{\beta i} U_{\alpha j} U_{\beta j}^* \right] \sin^2 \left( \frac{\Delta m^2_{ij} L}{4E} \right)$$

$$\pm 2 \sum_{i=2}^{N} \sum_{j=1}^{i-1} \text{Im} \left[ U_{\alpha i}^* U_{\beta i} U_{\alpha j} U_{\beta j}^* \right] \sin^2 \left( \frac{\Delta m^2_{ij} L}{2E} \right)$$

where $\delta_{\alpha\beta} = 1 \Leftrightarrow \alpha = \beta$. The probability $P_{\nu_\alpha \rightarrow \nu_\beta}$ depends on $L/E$ through sine functions, hence the denomination of oscillations. The wavelength of each sinusoid component varies as $E/\Delta m^2$. The $\pm$ sign in the third line corresponds to a difference neutrino/anti-neutrino, the $+$ corresponding to the $\nu \leftrightarrow \nu$ oscillation, and the $-$ to the $\bar{\nu} \leftrightarrow \bar{\nu}$ oscillation.

**Mass Hierarchy**

The oscillation depends on a parameter $\Delta m^2_{ij}$ which is the difference of square masses of the $|\nu_i\rangle$ states. In the three-neutrino scheme, three mass-squared differences are considered:

$$\Delta m^2_{21} = m_2^2 - m_1^2 \simeq 7.59^{+0.19}_{-0.21} \times 10^{-5}\text{eV}^2,$$

$$\Delta m^2_{32} = m_3^2 - m_2^2 \simeq 2.43 \pm 0.13 \times 10^{-3}\text{eV}^2,$$

and $\Delta m^2_{31} = m_3^2 - m_1^2 \simeq 2.44^{+0.09}_{-0.10} \times 10^{-3}\text{eV}^2$.

Only two are independent, $\Delta m^2_{21}$ and $|\Delta m^2_{32}|$ have been measured respectively by KamLAND [27] and MINOS [28]. Those results show that either $m_1 < m_2 < m_3$ or $m_3 < m_1 < m_2$, as shown in the cartoon Figure 1.10. The two possible configurations are called respectively Normal Hierarchy or Inverted Hierarchy.

**Figure 1.10:** Sketch illustrating the mass hierarchy degeneracy in neutrino oscillations. The vertical axis corresponds to the relative mass of each $|\nu_i\rangle$ mass states, and the colors represent the fraction of the flavor state $|\nu_\alpha\rangle$ in each mass state [29].
Case of a Two-Neutrino Oscillation

The two orders of magnitudes between the mass square differences allow most experiments to be in one domain or another, but be dominated by a single oscillation, analogous to a two-neutrinos scheme.

In the two-neutrino case we consider the two flavor eigenstates $|\nu_\alpha\rangle$ and $|\nu_\beta\rangle$, and the two mass eigenstates $|\nu_1\rangle$ and $|\nu_2\rangle$. The mixing matrix is only parametrized by a single angle $\theta$, and no CP-violation phase.

$$\begin{pmatrix} \nu_\alpha \\ \nu_\beta \end{pmatrix} = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} \nu_1 \\ \nu_2 \end{pmatrix}$$

(1.27)

By applying this parametrization to Equation 1.26, we find:

$$P_{\nu_\alpha \rightarrow \nu_\beta} (L, E) = \sin^2(2\theta) \sin^2 \left( \frac{\Delta m^2 L}{4E} \right)$$

(1.28)

$$P_{\nu_\alpha \rightarrow \nu_\alpha} (L, E) = 1 - P_{\nu_\alpha \rightarrow \nu_\beta} (L, E) = 1 - \sin^2(2\theta) \sin^2 \left( \frac{\Delta m^2 L}{4E} \right)$$

(1.29)

Here, the maximum amplitude of the oscillation is given by the value of $\sin^2(2\theta)$.

Equation 1.28 describes the probability of a $\nu_\beta$ being detected in an originally pure $\nu_\alpha$ flux. This phenomenon is studied in so-called appearance experiments. Equation 1.29 is called Survival Probability, it is the probability to detect a $\nu_\nu$ from an originally pure $\nu_\nu$ flux. This phenomenon is studied in so-called disappearance experiments. Reactor experiments such as Double Chooz use this method to quantify the mixing angle $\theta$.

Oscillations in Matter

As neutrinos journey through matter, these oscillation probabilities are affected. As electrons are a common component of ordinary matter while muons and taus are not, the $\nu_e$ component of the travelling wave packet can undergo CC and NC while the other component can only undergo NC. As a result, all flavors are not affected the same way, by the additional potential added to the vacuum Hamiltonian. Therefore, an effective mixing matrix with an additional phase can be written, depending on the electron density and the neutrino energy. This effect, called the MSW\(^1\) effect [30] does not enter the scope of this study, focused on reactor neutrino where matter effects are negligible.

1.5 Determination of the Oscillation Parameters

In the three-neutrino paradigm, oscillations are parametrized by three mixing angles $\theta_{ij}$, two independent mass squared differences $\Delta m^2_{ij}$, and a CP-violation phase $\delta_{CP}$. This is far too many parameters to be determined at once. However, neutrino experimentalists have been

\(^1\)MSW stands for Mikheyev, Smirnov and Wolfenstein
lucky enough that two orders of magnitude separate the mass squared differences.

Indeed, in the oscillation probability, terms in $\sin^2 \left( \frac{\Delta m^2 L}{4E} \right)$ drive the oscillations with oscillation lengths $L_{\text{osc}} = \frac{4\pi E}{\Delta m^2}$. Three possibilities arise from here:

- $E/L \gg \Delta m^2$, i.e. $L \ll L_{\text{osc}}$, the oscillation driven by $\Delta m^2$ have not developed yet, the experiment is not sensitive to this oscillation.
- $E/L \ll \Delta m^2$, i.e. $L \gg L_{\text{osc}}$, the finite energy resolution and spatial reconstruction of the detector make it impossible to distinguish the oscillation, the experiment only sees an average constant value $\frac{1}{2} \sin^2(2\theta)$.
- $E/L \sim \Delta m^2$, i.e. $L \sim L_{\text{osc}}/4$, the oscillation is close to its maximum amplitude, the experiment is maximally sensitive to this particular oscillation.

It is therefore possible to study each oscillation independently from the others, in three sectors:

- the solar sector,
- the atmospheric sector,
- the reactor sector.

1.5.a The Solar Sector

The deficit from solar neutrinos, first evidenced by the Homestake experiment, and confirmed by many independent observations including the Gallex, Sage or Super Kamiokande experiments, has been one of the first observations of the neutrino oscillations. While solar experiments such as SNO [4] provide a good constraint on the amplitude of the oscillation $\sin^2 (2\theta_{12})$, they poorly constrain the oscillation length through $\Delta m_{21}^2$.

The KamLAND experiment [27] studies reactor neutrino disappearance from all Japanese reactors over a mean baseline of 175 km. The $L/E$ ratio of this configuration allow KamLAND to be sensitive to the solar oscillation ($\Delta m_{21}^2$ and $\theta_{12}$). The various distances from all the reactors allowed to scan a large $L/E$ phase space, and to obtain the oscillation profile of the survival probability shown in Figure 1.11(a). The averaging of the oscillation is visible at high $L/E$, limiting the sensitivity to $\sin^2 (2\theta_{12})$, but a precise measurement of $\Delta m_{21}^2$ is possible. The measurement of $\Delta m_{21}^2$ demonstrated that vacuum oscillation could not explain the solar neutrino deficit, and that matter effects were needed (MSW effect).

By combining the measurements from KamLAND to the other solar experiments as shown in Figure 1.11(b), a precise determination of both parameters is possible [27]:

$$\Delta m_{21}^2 = 7.58^{+0.22}_{-0.26} \times 10^{-5} \text{eV}^2 \text{ and } \sin^2 (2\theta_{12}) = 0.304^{+0.022}_{-0.016}$$ (1.30)
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Figure 1.11: 1.11(a): Oscillation pattern of the survival probability as a function of the $L/E$ ratio [27].
1.11(b): Global fit of KamLAND results with the other solar neutrino experiments [31].

1.5.b The Atmospheric Sector

Atmospheric neutrinos can be studied by comparing the rates of neutrinos according to their azimuthal angle, and therefore the distance they had to travel since their production in the atmosphere, distance ranging from $\geq 20 \text{ km}$ to $\geq 13000 \text{ km}$, as it is the case for experiments such as Super-Kamiokande. Since atmospheric oscillations are $\nu_{\mu} \leftrightarrow \nu_{\tau}$ oscillations, they can also be studied in accelerator-based experiments such as T2K and MINOS.

The MINOS experiment uses neutrinos from the NuMI beamline located at the FNAL to study atmospheric oscillations over a 735 km baseline. MINOS is composed of a near detector, located at the FNAL, and a far detector, MINOS+, located in the Soudan Mine.

Figure 1.12, from [32], shows the results of the allowed regions in the ($\sin^2 (2\theta_{23}), \Delta m^2_{32}$) space for Super-Kamiokande, MINOS and T2K.

The best fit values for a global analysis are [31]:

$$|\Delta m^2_{32}| = 2.35^{+0.12}_{-0.09} \times 10^{-3} \text{eV}^2 \text{ and } \sin^2 (2\theta_{23}) = 0.42^{+0.08}_{-0.03}$$ (1.31)

Given the high energies of atmospheric neutrinos, and the relatively low electron density of the Earth, the MSW effects are negligible, even over long distances. Therefore, the degeneracy of the mass hierarchy remains un-lifted and therefore only an absolute value can be measured.

1.5.c The Reactor Sector

$\theta_{13}$ was the last measured mixing angle, with a definitive non-zero measurement reported in 2012 by the latest generation of $\theta_{13}$ experiments Double Chooz [7], Daya Bay [33], and RENO [34]. The previous best limit had been obtained by the CHOOZ experiment in 2003 [26], but did not rule out the possibility that $\theta_{13}$ could be null. For this reason, the CP violation phase
$\delta_{\text{CP}}$ was parametrized together with the reactor sector, as they were the last two unknown parameters. However, $\theta_{13}$ does not have any particular role with respect to $\delta_{\text{CP}}$ compared to the other mixing angles.

Reactor neutrinos are ideal to study $\theta_{13}$, indeed, given their energy and the value of $\Delta m^2_{31}$, the maximum of oscillation is located at a distance of one kilometer from the reactor cores, and the oscillation probability is well approximated by a two-flavor oscillation.

Figure 1.13 shows the survival probability for 3 MeV $\bar{\nu}_e$. The blue and orange lines correspond respectively to the reactor and solar contributions to the full oscillation in red. The location of the detectors of all reactor $\theta_{13}$ experiments are located around the first minimum, in a region dominated by $\theta_{13}$. While the Far Detector is maximally sensitive to $\theta_{13}$, the Near Detector provides an absolute normalization of the $\bar{\nu}_e$ flux, cancelling the uncertainties associated to the flux prediction. The detectors are designed to be identical, thus cancelling the correlated detection efficiency systematics.

**CHOOZ**

The CHOOZ experiment took place in the late 1990s at the Chooz nuclear power plant. The detector was located in the same laboratory than the one where now sits the Far Detector of Double Chooz. CHOOZ was an Inverse Beta Decay (IBD) experiment, using the well known process that allowed Reines and Cowan to first discover the neutrino, except in this case, the neutron capture occurred on Gadolinium instead of Cadmium.

The detector design is presented in Figure 1.14(a). It is built in three concentric volumes filled with liquid scintillator. The innermost volume, the neutrino target, is doped with Gadolinium; neutrons captures are observed in this volume only. A containment region surrounds the neutrino target, allows for a full collection of the energy of the events in the target. The walls

---

*Figure 1.12: Determination of atmospheric parameters by MINOS, T2K and Super-Kamiokande [32].*
Figure 1.13: Oscillation pattern of the survival probability of reactor $\bar{\nu}_e$ as a function of the distance from the reactor for a 3 MeV $\bar{\nu}_e$. The points show the position of the detectors of the various reactor experiments. Each experiment relies on a near+F ar Detector layout. The red full line corresponds to the full oscillation pattern, the orange dotted line is the solar oscillation part, dominated by $\theta_{12}$, and the blue dotted part is the reactor oscillation part, dominated by $\theta_{13}$.

of this containment region are equipped with PMTs. Optically insulated from the first two volumes, the third volume serves as a veto to reject outside events.

CHOOZ started taking data in 1997, before the commissioning of the reactors, and thus almost 40% of the run time was without reactor, allowing a precise background measurement. Sadly, the run time was limited by the degradation of the transparency of the scintillator after a year of data taking. CHOOZ results are statistics limited, and only an upper limit was set at $\sin^2(2\theta_{13}) < 0.14$ at 90% C.L. for $\Delta m^2_{31} = 2.5 \times 10^{-3}$ eV$^2$.

Long Baseline Experiments

Long baseline experiments utilize accelerator $\nu_\mu$ of $\sim 10$ GeV detected over distances of $\sim 100$ km. Those apparition experiments are sensitive to $\sin^2(\theta_{13})$ through:

$$P_{\nu_\mu \rightarrow \nu_\mu}(L, E) = \sin^2(2\theta_{13}) \sin^2(2\theta_{23}) \sin^2 \left( \frac{\Delta m^2_{31} L}{4E} \right)$$

+ CP-violation corrections
+ MSW effect corrections

Accelerator-based experiments suffer from degeneracies linked to the mass hierarchy, and the unknown CP-violation. A measurement of $\theta_{13}$ from reactor experiments could help lift these degeneracies.
Figure 1.14: Detector and final exclusion plot of the CHOOZ experiment. CHOOZ was sensitive to the region at the upper right of the lines and found no evidence of oscillations, this region is therefore excluded.

The T2K experiment uses the Super-Kamiokande detector to measure $\nu_e$ apparition in a $\nu_\mu$ beam from the J-PARC facility at Tokai, Japan, over a baseline of 295 km. T2K presented the first indication for a non-zero $\theta_{13}$ by MINO value in 2011 [35]. Figure 1.15 shows the simultaneous measurement of $\delta_{CP}$ and $\sin^2(2\theta_{13})$ performed by T2K.

Figure 1.15: $\theta_{13}$ and $\delta_{CP}$ fit performed by T2K for the Normal Hierarchy (left), and the Inverted Hierarchy (right) [36].
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New Generation of Reactor Experiments

Indications from experiments such as T2K, MINOS, or KamLAND show that the value of $\sin^2(2\theta_{13})$ seems close to the limit of 0.14 set by CHOOZ. However, due to the too many unconstrained parameters, long baseline experiments cannot reach the level of sensitivity of a reactor-based experiment.

The reactor experiment Double Chooz, studied in more details in the following chapters, was designed from the CHOOZ experiment. The CHOOZ laboratory is now the location of the Far Detector of Double Chooz. Improving on the CHOOZ experiment, Double Chooz proposed a two-detector concept: a Near Detector, identical to the Far Detector, is meant to characterize the flux and spectral shape of the neutrinos emitted by the reactors before they oscillate. Comparing the observations in the Near and Far Detectors will allow to reduce the systematic error linked to the flux prediction. Moreover, an additional volume was added in the design of the detectors, filled with non-scintillating oil. It separates the PMTs, an intense source of radioactivity background, from the scintillating detection volumes, allowing for a reduction of the backgrounds and their systematic uncertainties. Double Chooz also used a new scintillator, which proved much more stable in time than the one in CHOOZ, as the experiment has been running for five years and no significant loss of transparency has been found so far.

Based on the same principle as Double Chooz, the RENO [37] and Daya Bay [38] experiments vary the number of detectors and reactors. Located close to more reactors makes the control of reactor-based systematics more delicate, but significantly increases the statistics, effectively allowing Daya Bay to present the best $\theta_{13}$ measurement. Figure 1.16 shows the lay-out of the reactor and detector of the three reactor $\theta_{13}$ experiments.

![Figure 1.16: Reactor and detector layouts for $\theta_{13}$ reactor neutrino experiments: left: Double Chooz, two reactors, two detectors, middle: RENO, six reactors, two detectors, right: Daya Bay, six reactors, three detector halls.](image)

Figure 1.17(a) shows the ratio of Daya Bay data over the no-oscillation hypothesis (i.e. survival probability) for all its experimental halls and relative baselines $L/E$. The red line corresponds to a simultaneous fit of $\Delta m^2$ and $\sin^2(2\theta_{13})$. Figure 1.17(b) presents the 68.3%, 95.5%, and 99.7% confidence intervals on these two parameters [39]. The grey area is the 68.3%
C.L. contour of the current best measurement by MINOS [28].

Figure 1.17: 1.17(a): Ratio of Daya Bay data over the un-oscillated prediction for all laboratories and relative baselines [39].
1.17(b): Confidence interval obtained by fitting the data points in Figure 1.17(a). In grey is shown MINOS 1σ confidence region.

The Reactor Anomaly

The multiple detector layout is needed for reactor $\theta_{13}$ experiments to provide an absolute flux normalization of the prediction. Indeed, a single detector experiment, such as CHOOZ, or the first phase of Double Chooz, could rely on simulations of the reactor cores and provide a reasonable neutrino flux prediction, as it will be shown in Chapter 2. However, previous short baseline measurements close to nuclear research or commercial reactors have found the observed flux to be consistently lower than expected. Figure 1.18 summarizes the ratio of the short baseline measurements measured flux over an un-oscillated prediction. The red line corresponds to the expectation from simulations, taking into account a three-neutrino oscillation paradigm. Most of the measurements are 1σ below the line, their average measured flux is shown by the blue line. This observation is called the Reactor Anomaly. The observed deficit is

$$\frac{N_{\text{obs}}}{N_{\text{exp}}} \approx 0.94. \quad (1.33)$$

A first possible explanation for this inconsistency between data and prediction is an issue with the simulation of the reactors. A second hypothesis is the existence of a very short baseline oscillation ($L_{\text{osc}} \sim 1 \text{m}$). Such an oscillation could be created by a fourth neutrino generation, with a high value of $\Delta m^2$. However, LEP experiments have shown that only three neutrino flavors couple to the weak interaction, an additional flavor should therefore not couple with the $W^\pm$ or $Z^0$ bosons, and neither with other interactions. Such neutrino are referred to as Sterile Neutrinos. Very short baseline oscillations would average out at longer baselines and we would only see a constant deficit of $\frac{1}{2} \sin^2(2\theta_{13})$ on the un-oscillated prediction. Figure 1.19 shows
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Figure 1.18: Illustration of the reactor anomaly. Experimental results are compared with the no oscillation hypothesis. The red line shows the evolution expected for a three neutrino oscillation paradigm. The blue line shows the average flux observed by these experiments.

A possible survival probability, in case there exists a sterile neutrino, that would reconcile the reactor experiments with the predictions.

Figure 1.19: Possible interpretation of the reactor anomaly through the introduction of a sterile neutrino.

As of today, there are no clear evidence for a sterile neutrino, however, the reactor anomaly has not been solved yet. To address the absolute normalization issue seen by short baseline experiments, reactor $\theta_{13}$ experiments use the measurement from Bugey-4 [40], performed at $\sim 15$ m from a reactor, to normalize their predictions. The use of a Near Detector also provides
a normalization that further reduces the uncertainties introduced by the prediction.

1.6 Beyond Neutrino Oscillations

1.6.a Mass Generation

The symmetry groups of the $\mathcal{SM}$ presented above only dictates the number of generators (i.e. vector bosons), but they are described as massless particles. However, the range of an interaction depends on the mass of the boson, and the electro-weak interaction is found experimentally to be a short-range interaction, so the $W$ and $Z$ bosons should have a non-zero mass. The Brout-Englert-Higgs mechanism describes a symmetry breaking that predicts that the $W$ and $Z$ bosons are massive through the introduction of a scalar field $\Phi(x)$. This field can be written as a Higgs doublet:

$$
\Phi(x) = \begin{pmatrix} \Phi^+(x) \\ \Phi^0(x) \end{pmatrix}, \tag{1.34}
$$

where $\Phi^+(x)$ and $\Phi^0(x)$ are respectively the charged and neutral complex scalar fields. With the addition of the Higgs field, the $\mathcal{SM}$ electro-weak Lagrangian is written as:

$$
\mathcal{L}_{EW} = \mathcal{L}_{\text{gauge}} + \mathcal{L}_{\text{matter}} + \mathcal{L}_{\text{Higgs}} + \mathcal{L}_{\text{Yukawa}}, \tag{1.35}
$$

where each term corresponds respectively to the $SU(2)_L$ and $U(1)_Y$ gauge bosons, the kinetic energy of fermions, the Higgs fields, and the Yukawa coupling describing the fermion masses. The potential linked to the Higgs field is expressed:

$$
V(\Phi) = \mu^2 \Phi^\dagger \Phi + \lambda (\Phi^\dagger \Phi)^2 = \lambda \left( \Phi^\dagger \Phi + \frac{\mu^2}{2\lambda} \right)^2 - \frac{\mu^4}{4\lambda} \tag{1.36}
$$

where $\lambda$ is the Higgs self-coupling parameter, and $\mu$ is the Higgs quadratic coupling parameter linked to the Higgs mass by $m_{\text{Higgs}} = \sqrt{-2\mu^2}$. Thus it follows that $\mu^2 < 0$ in order to have spontaneous symmetry breaking. The last term is constant and can be neglected, the potential is minimum for

$$
\Phi^\dagger \Phi = \frac{\mu^2}{2\lambda} \tag{1.37}
$$

The minimum corresponds to the vacuum, the state with the lowest energy. The expectation value for $\Phi$ is called the vacuum expectation value (VEV) $\langle \Phi \rangle$. As only a scalar field can have a non-zero VEV, it follows:

$$
\langle \Phi \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ \sqrt{-\mu^2/\lambda} \end{pmatrix} \tag{1.38}
$$

In general, a fermion in the $\mathcal{SM}$ can acquire a mass through the Yukawa coupling to the Higgs:

$$
-\mathcal{L}_{\text{Yukawa}} = m \bar{\psi} \gamma^\mu \psi = m (\bar{\psi}_L \gamma^\mu \psi_R + \bar{\psi}_R \gamma^\mu \psi_L), \tag{1.39}
$$

therefore, a field needs both chiralities $L$ and $R$ (left and right handed) to have a mass. However, we saw that neutrinos only possess a left-handed component, which means they cannot acquire a mass in the $\mathcal{SM}$. 
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1.6.b Dirac or Majorana?

**Dirac Mechanism**

If a right-handed neutrino is added as a singlet to the SM, the Yukawa coupling can be applied naturally as:

\[ L^D = -m^D_\nu (\bar{\nu}_R \nu_L + \bar{\nu}_L \nu_R) \]  

(1.40)

In this case, neutrinos would play the same role as any other fermion in the SM. The right-handed neutrino being introduced as a singlet, it will not take part in any SM interaction (gauge bosons interact with the left-handed fields) and is therefore a sterile neutrino. However, under this description, the Yukawa coupling for the neutrino would be of the order of magnitude of \( G^\nu \geq 10^{-12} \) which is several orders of magnitude lower than that of the electron \((G^e \sim 0.3 \times 10^{-5})\) and therefore seems unphysical.

**Majorana Mechanism**

As neutrinos are the only neutral fermion of the SM, it becomes possible for them to be their own anti-particle. This description of neutral particle being their own anti-particle under the CPT symmetry, was proposed by Ettore Majorana, in 1937 [41].

The Lagrangian term for the Majorana coupling is written

\[ L^M = -\frac{1}{2} m^M_\nu (\bar{\nu}^c_L \nu_L + \bar{\nu}^c_R \nu_R) \, , \]  

(1.41)

where \( X^c \) stands for the Charge conjugate of \( X \).

**See-Saw Mechanism**

Neither Dirac nor Majorana masses provide a satisfactory explanation of the smallness of the neutrino masses. However, a Lagrangian can be written using the two descriptions:

\[ L^{D+M} = -\frac{1}{2} (\bar{\nu}_L, \bar{\nu}_R) \begin{pmatrix} m^M_L & m^D_R \\ m^D_L & m^M_R \end{pmatrix} \begin{pmatrix} \nu_L \\ \nu_R \end{pmatrix} \]  

(1.42)

where \( m^M_L \) and \( m^M_R \) are the masses of the left and right-handed Majorana neutrinos, and \( m^D \) is the Dirac mass obtained by the Yukawa coupling. The eigenvalues of this matrix are noted \( m_1 \) and \( m_2 \):

\[ m_{2,1} = \frac{m^M_L + m^M_R}{2} \pm \sqrt{\left(\frac{m^M_L - m^M_R}{2}\right)^2 + (m^D)^2} \]  

(1.43)

While no mass hierarchy has been fixed and no absolute mass has been measured, some assumptions are possible. Let us assume \( m^M_L = 0 \) to respect the SM symmetries and \( m^M_R \geq m^D \) since \( \nu_R \) is generated by a beyond-SM mechanism, and thus at higher energy scales, we find:

\[ m_1 \simeq m^M_R \]  

(1.44)

\[ m_2 \simeq \frac{(m^D)^2}{m^M_R} \]  

(1.45)
The eigenvalues lead to light Majorana neutrinos, mostly active $\nu_L$ with small mixing with sterile $\nu_R$ for the $m_2$ solution, and only heavy sterile Majorana neutrinos for the $m_1$ solution.

It is to be noted that, the heavier the sterile neutrinos are, the lighter the active ones are, hence the See-Saw denomination.

### 1.6.c Absolute Neutrino Mass Determination

Neutrino oscillations are only sensitive to the difference between the neutrino masses squared. Other studies had to be developed to measure the absolute neutrino masses. As neutrino interaction is driven by their flavor states, it is interesting to express the mass of a flavor state as a mixing of the mass eigenstates:

$$m^2(\nu_\alpha) = \sum_i |U_{\alpha i}|^2 m^2(\nu_i)$$  \hspace{1cm} (1.46)

$\beta$ decays provide a well controlled way of measuring the mass of the $\nu_e$ in a direct way. In the case where $m_{\nu_e} = 0$, the end point of the $\beta$ spectrum corresponds to the $E_0$ value of the decaying nucleus. A contrario, if $m_{\nu_e} \neq 0$, the maximum energy of the electron is $E_0 - m_{\nu_e}$. The sketch on Figure 1.20 shows the principle of such a detection. The end point of the Tritium decay spectrum is brought down by $m_{\bar{\nu}_e}$ if the $\bar{\nu}_e$ is indeed massive.

![Figure 1.20: Sketch of the direct neutrino mass measurement with a $\beta$-decay of $^3$H for $m_{\bar{\nu}_e} = 0\text{ eV}$ and $m_{\bar{\nu}_e} = 1\text{ eV}$][42].

However, the expected neutrino mass is lower than 1 eV, so a nucleus with a small maximum energy $E_0$ is required to remain sensitive to a variation of this magnitude. In addition, the end point of the spectrum means a low count rate, and therefore, any background in that energy range become dominant; A short life-time is also an advantage to boost the count rate.

Tritium is a good candidate for such measurement, with a maximum energy of $E_0 = 18.6$ keV, a simple electronic shell and a short life-time of 12.3 years. The current best precision on Tritium spectroscopy comes from the Troiss experiment with an upper limit at $m_{\bar{\nu}_e} < 2.12$ eV [43]. The upcoming KATRIN experiment expects to reach a sensitivity of $m_{\bar{\nu}_e} < 0.35$ eV [42].

### 1.6.d Neutrino-less Double-Beta Decays

Neutrino-less double-beta decays ($0\nu2\beta$) allow to probe the Dirac or Majorana nature of the neutrino. Some nuclei cannot undergo simple $\beta$-decay, but can undergo two simultaneous...
\[ \frac{A}{Z}X \rightarrow \frac{A}{Z+2}Y + 2e^- + 2\bar{\nu}_e \] (1.47)

This reaction, however quite rare, is allowed in the SM as it does not violate the lepton number. Typical half-life for such decays are $10^{19}$ years.

In the hypothesis where neutrinos are Majorana particles, they are their own anti-particle, and therefore the two virtual neutrinos can annihilate with each other. The final observable state would then be:

\[ \frac{A}{Z}X \rightarrow \frac{A}{Z+2}Y + 2e^- . \] (1.48)

This reaction is not allowed in the SM as it violates the lepton number by two units. In this reaction, the two electrons carry out the full energy of the decay, and create a mono-energetic ray in the $\beta$ energy spectrum as shown in the sketch in Figure 1.21(a). Observing such a decay would bring the demonstration that neutrinos are Majorana particles.

The $0\nu2\beta$ half-life is inversely proportional to $m_{\beta\beta}$, the effective Majorana mass:

\[ m_{\beta\beta} = |\sum_i U_{ei}^2 m_i| \] (1.49)

Figure 1.21(b) shows the correlation between $m_{\beta\beta}$ and the mass of the lightest mass state. The distribution behaves differently for the Inverted Hierarchy ($\Delta m_{31}<0$) and the Normal Hierarchy ($\Delta m_{31}>0$).

\[ (a) \quad (b) \]

Figure 1.21: 1.21(a): Sketch of the $0\nu2\beta$ decay measurement principle [44]. In a $0\nu2\beta$ decay, the full energy is taken by the two electrons, therefore an accumulation of events appears at the end-point of the standard $\beta$-decay. 
1.21(b): Distribution of $m_{\beta\beta}$ as a function of the mass of the lightest mass eigenstate for both hierarchies [45].
Figure 1.22: Coincident detection of 19 neutrino events over 13 s in the Kamiokande, IMB, and Baksan detectors from the explosion of the supernova SN1987A, consistent with the photon time of arrival on earth[46].

1.6.e Neutrinos as Astrophysical Messengers

Neutrinos are full of promises as messengers for astrophysical events. Indeed photons are absorbed by gas clouds, charged particles such as muons or protons are deflected by magnetic fields and therefore lose information on their source. Neutrinos, however, do none of the above, as they barely interact and the universe in average is a low-density material. As such, neutrino telescopes have been developed over the last decades (Antares, IceCube), and projects are still under development (ORCA, KM3NeT). Because of the high energy of cosmic neutrinos and the low rate, such detectors need to be very large, the volume of Antares is $0.1\,\text{km}^3$, and IceCube and KM3NeT are at the $\text{km}^3$ level.

Neutrinos are produced in numbers during the core collapse of a red giant to form a supernova, but well before the actual explosion. A neutrino burst was detected in 1987 during the explosion of the supernova SN1987A, 19 neutrino events, shown in Figure 1.22, were detected in three detectors worldwide in a 13 s time window, three hours before the arrival of the first photons. A supernova alert called SNEWS system is now in operation since 2004 with seven neutrino detectors: Borexino, Daya Bay, KamLAND, HALO, IceCube, LVD, and Super-Kamiokande.

1.6.f Neutrinos to probe the Earth

Closer to us, Neutrinos can bring information on the composition of the Earth. Geo-neutrinos are emitted from $\beta$-decays of daughter nuclei of $^{235}\text{U}$ and $^{232}\text{Th}$ decay chains. Experiments such as Borexino can, in addition to detecting of solar $\nu_e$, detect the geo-neutrinos $\bar{\nu}_e$ through IBD with a clean signature as they are far from any nuclear reactor [47]. Figure 1.23 shows the $\bar{\nu}_e$ spectrum observed by Borexino. Such neutrinos are produced in the Earth’s crust or in the mantle, providing insight on the rock compositions for depths at which drilling is impossible.
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![Graph showing neutrino spectrum](image)

**Figure 1.23:** \( \bar{\nu}_e \) spectrum observed by Borexino. The orange spectrum corresponds to reactor neutrinos from reactors outside of Italy, the blue histograms correspond to the geo-neutrinos emitted by the \( ^{235}\text{U} \) and \( ^{232}\text{Th} \) chains[47].

Atmospheric neutrinos also allow to probe deeper into the Earth, their oscillation patterns are affected by matter effect, i.e. the electron density of each of the Earth’s layers. Figure 1.24(a) shows a cross section of the earth with the different layers of density. The detector is placed at the top and looking at up-going neutrinos of angle \( \theta_e \). Figure 1.24(b) shows expectations of the amplitude of oscillations observed as a function of the neutrino energy and the neutrino angle. This amplitude takes into account the densities and the path length in each layer. Discontinuities show sudden density change along the neutrino path, i.e. on lines in Figure 1.24(a).

![Cross section and density tomography](image)

**Figure 1.24:** Earth electron density tomography by ORCA [48]: 1.24(a): Cross section of the Earth with the density of each layer. The lines correspond to angles (here in values of \( \cos \theta \)) for which the density changes and a discontinuity is expected in the oscillation pattern. 1.24(b): Expected observed oscillation pattern as a function of the neutrino energy and the neutrino angle \( \cos \theta_e \). Discontinuities show a sudden change in electron density, i.e. an interface between inner structures in the Earth.
1.7 Conclusion

Neutrinos were first discovered 60 years ago, but are still the center of many interrogations. It is not sure yet how to include them in a coherent $\mathcal{SM}$, whether as a Dirac or Majorana particle, and no theory can predict the smallness of their masses. However, huge progresses have been achieved in the past decade, with the oscillation paradigm finally becoming well understood and quantified. Neutrinos have also a lot of potential in long distance probes, at our own scale, to probe the deep Earth layers, or at cosmic scales, as privileged messenger of astrophysical events.
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Double Chooz

In this chapter will be presented the Double Chooz experiment, the detection of the $\bar{\nu}_e$ and prediction of the neutrino flux. Then, the detectors and the data acquisition chain, and finally, the event reconstruction will be described.

2.1 Description of the Experiment

Double Chooz is a neutrino experiment located at Chooz in the Ardennes region in France, close to the Belgian border (Figure 2.1(a)). Its goal is to measure the mixing angle $\theta_{13}$ by measuring the disappearance of $\bar{\nu}_e$ emitted by the two nuclear reactors of CHOOZ-B nuclear power plant, referred to as B1 and B2, and operated by the French company Électricité De France (Figure 2.1(b))

The fluxes and spectra of $\bar{\nu}_e$ are compared between two identical detectors, located respectively at $\sim 400$ m (for the Near Detector — ND) and $\sim 1050$ m (for the Far Detector — FD) from the middle point of the two reactors (see table 2.1).

Double Chooz is a two-phase experiment, the first phase of the experiment started in 2011 with the completion of the Far Detector. During this phase, a Monte Carlo simulation (MC) of the reactor cores was used to normalize the $\bar{\nu}_e$ flux and spectrum shape emitted by the cores. The results were limited by our understanding of the $\bar{\nu}_e$ emitted by the cores. The second phase began in 2015 with the completion of the Near Detector. The two-detector phase allows to greatly reduce the systematic uncertainty because of the correlation of the reactor flux between the two detectors and because of the cancellation of the detection systematics when comparing the Near data to the Far data.

Table 2.1: Experiment configuration, with distances of the detectors to each reactor and the respective overburden in meters of water equivalent.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Distance to B1 [m]</th>
<th>Distance to B2 [m]</th>
<th>Overburden [m.w.e.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ND</td>
<td>468.761</td>
<td>355.388</td>
<td>120</td>
</tr>
<tr>
<td>FD</td>
<td>1114.656</td>
<td>997.839</td>
<td>300</td>
</tr>
</tbody>
</table>
Double Chooz was designed to improve the limit on $\theta_{13}$ set by the CHOOZ experiment, and make a measurement of $\theta_{13}$. Most of the systematic uncertainties in CHOOZ came from the $\bar{\nu}_e$ flux prediction and the detection efficiency [26]. In order to reduce these uncertainties, Double Chooz proposed a two-detector concept.

### 2.2 Detection Process of $\bar{\nu}_e$ in Double Chooz

Double Chooz uses the same $\bar{\nu}_e$ detection principle as Reines and Cowan in the historic Savannah River experiment (See Section 1.1). The $\bar{\nu}_e$ are detected through Inverse $\beta$-Decay (IBD) on free protons in a Gadolinium doped organic liquid scintillator.

As previously discussed in section 1.2, neutrinos can only interact through charged current (CC — $W^\pm$ exchange) or neutral current (NC — $Z^0$ exchange). Elastic scattering for $\bar{\nu}_e$ on free protons, from NC interaction, would imply detecting a recoil of a few keV, well below the sensitivity of the detectors. Elastic scattering on an electron arises from both NC and CC and would create an electron recoil of a few MeV. This signal could be detected, but offer no particular pattern to trigger on, and a single signal of a few MeV would be indistinguishable from ambient radioactivity.

On the other hand, CC of $\bar{\nu}_e$ on free protons, also called Inverse $\beta$-Decay, emits a positron and a neutron:

\[
\bar{\nu}_e + p \rightarrow e^+ + n \quad \text{(2.1)}
\]

\[
n + \text{Gd} \rightarrow \text{Gd}^* \rightarrow \text{Gd} + \gamma \quad (\Sigma \gamma = 8 \text{ MeV}) \quad \text{(2.2)}
\]

\[
n + \text{H} \rightarrow \text{H}^* \rightarrow \text{H} + \gamma \quad (2.2 \text{ MeV}) \quad \text{(2.3)}
\]
The positron scintillates and annihilates with an electron in the medium, providing an instantaneous signal (prompt signal). The neutron thermalizes through multiple scatterings and captures on a Gadolinium nucleus (Gd). The neutron capture on Gd emits multiple $\gamma$ for an average total energy of $\sim 8\text{ MeV}$, well above natural radioactivity energy range (Figure 2.2(a)). The neutron can also capture on Hydrogen (H) and emit a single $\gamma$ of $2.2\text{ MeV}$. The neutron capture, with a characteristic capture time $\tau_{\text{cpt}}$, is the delayed signal. The coincidence of a prompt and a delayed signal defines an IBD candidate.

The energy of neutron capture is independent from the $\bar{\nu}_e$’s energy, therefore, it is possible to select n-H or n-Gd captures without impact on the observed $\bar{\nu}_e$ energy.

The n-Gd capture was originally the only one to be used, but the n-H capture was investigated in [49, 50] and provides an independent event sample from the n-Gd capture.

The $\bar{\nu}_e$ energy threshold of the IBD on a free proton is:

$$E_{\text{threshold}} = \frac{(m_e + m_n)^2 - m_p^2}{2m_p} \simeq 1.806\text{ MeV}$$

where $m_p$, $m_n$ and $m_e$ are respectively the masses of the proton, neutron and positron. The neutron carries only a small kinetic energy, then the positron energy is related to the $\bar{\nu}_e$ energy by:

$$E_{\bar{\nu}_e} = \frac{1}{2} \frac{2m_p E_{e^+} + m_n^2 - m_p^2 - m_e^2}{m_p - E_{e^+} + \cos \theta \sqrt{E_{e^+}^2 - m_e^2}}$$

$$E_{\bar{\nu}_e} \simeq E_{e^+} + \Delta$$

where $E_{e^+}$ is the positron energy, $\theta$ is the angle of the positron with respect to the direction of the incident $\bar{\nu}_e$ and $\Delta = m_n - m_p = 1.293\text{ MeV}$.

The visible signal in the detector that carries the neutrino information is the scintillation of the positron and its annihilation with an electron in the medium, so the visible energy is the energy of the positron plus the mass of an electron at rest:

$$E_{\text{vis}} = E_{e^+} + m_e = E_{\bar{\nu}_e} - \Delta + m_e = E_{\bar{\nu}_e} - 0.782\text{ MeV}$$

The cross section of the IBD can be described at low energies ($E_{\bar{\nu}_e} \lesssim 60\text{ MeV}$) by Vogel et al. [51]:

$$\sigma(E_{\bar{\nu}_e}) = K \times (E_{\bar{\nu}_e} - \Delta) \sqrt{(E_{\bar{\nu}_e} - \Delta)^2 - m_e^2}$$

where $K = \frac{2\pi^2}{m_p^2 f \tau_n} = (9.61 \pm 0.02) \times 10^{-44}\text{ cm}^2\text{ MeV}^{-2}$

with $\tau_n$ is the neutron lifetime [52] and $f$ is a correction factor taking into account the Coulomb term, weak magnetism and external radiative recoil corrections.

Figure 2.2(b) shows a sketch of the typical expected $\bar{\nu}_e$ spectrum in absence of oscillations (solid blue line) as a product of the emitted spectrum from the reactor cores (dotted black line — see Section 2.3) and the IBD cross section (dotted red line).
Successive Analyses  Double Chooz released various analyses, using samples with neutron captures on both Gadolinium and Hydrogen and developing new techniques always increase the sensitivity to $\theta_{13}$. Table 2.2 gives an overview of the successive progress stages of the collaboration.

2.3 Neutrino production by the power plant

The two 2nd generation reactors of CHOOZ-B are the most powerful commercial reactors in the world, each with a nominal thermal power of 4.25 GWth and an electrical efficiency of $\sim 34\%$. The two reactors are Pressurized Water Reactors (PWR) of type N4 and each emits a pure $\bar{\nu}_e$ flux of $\sim 8 \times 10^{20} \bar{\nu}_e \cdot s^{-1}$ at nominal power.

Nuclear reactors rely on the control and continuity of chained fissions in a critical state. Neutrons produced during a fission interact with other nuclei and in turn produce a fission and other neutrons. The core is kept in a critical state, such that the neutron production from fissions balances exactly the neutron loss by absorption or leakage\(^1\).

Chooz reactors are fuelled with Uranium oxide ($\text{UO}_2$) enriched at the levels of 1.8 to 4% in $^{235}\text{U}$. Fresh fuel is composed primarily of $^{235}\text{U}$ and $^{238}\text{U}$. As the fuel gets depleted, other fissile isotopes such as $^{239}\text{Pu}$ and $^{241}\text{Pu}$ appear by successive neutron captures on fertile isotope $^{238}\text{U}$:

\[
^{238}\text{U} \stackrel{(n,\gamma)}{\rightarrow} ^{239}\text{U} \stackrel{\beta^-}{\rightarrow} ^{239}\text{Np} \stackrel{\beta^-}{\rightarrow} ^{239}\text{Pu} \stackrel{(n,\gamma)}{\rightarrow} ^{240}\text{Pu} \stackrel{(n,\gamma)}{\rightarrow} ^{241}\text{Pu} \quad (2.10)
\]

\(^1\)A non critical reactor would see its neutron production increase or die out exponentially, whether they are operated respectively above or below the critical threshold.
Table 2.2: Time line of Double Chooz releases with the major specificities of each new analysis.

<table>
<thead>
<tr>
<th>Name</th>
<th>Year</th>
<th>Live-time (days)</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC-I n-Gd</td>
<td>2012</td>
<td>96.8</td>
<td>World first indication of a non-zero $\theta_{13}$ by a reactor-based experiment [7]</td>
</tr>
<tr>
<td>DC-II n-Gd</td>
<td>2012</td>
<td>227.93</td>
<td>Increased statistics, improved background constraints [54]</td>
</tr>
<tr>
<td>DC-II n-H</td>
<td>2012</td>
<td>240.1</td>
<td>Proof of concept for n-H analysis [49]</td>
</tr>
<tr>
<td>DC-II RRM</td>
<td>2014</td>
<td>233.93</td>
<td>Background independent measurement of $\theta_{13}$ [55]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>246.4 (n-H)</td>
<td></td>
</tr>
<tr>
<td>DC-III n-Gd</td>
<td>2014</td>
<td>467.90</td>
<td>First report of a distortion on the spectral shape [56]</td>
</tr>
<tr>
<td>DC-III n-H</td>
<td>2015</td>
<td>462.72</td>
<td>n-H achieves n-Gd equivalent sensitivity [57, 50]</td>
</tr>
<tr>
<td>DC-IV n-Gd</td>
<td>2016</td>
<td>468.17 (FD-I)</td>
<td>First Double Chooz results with both detectors [58]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>212.21 (FD-II)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>150.76 (ND)</td>
<td></td>
</tr>
<tr>
<td>DC-IV Gd++</td>
<td>2016</td>
<td>455.21 (FD-I)</td>
<td>Combined use of n-Gd and n-H samples</td>
</tr>
<tr>
<td></td>
<td></td>
<td>362.97 (FD-II)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>257.96 (ND)</td>
<td></td>
</tr>
</tbody>
</table>

Every year, a third of the fuel is being replaced, leading to reactor off time, which is very useful in Double Chooz’s $\theta_{13}$ analyses.

The fission cross section of Uranium 235 (the dominant fissile isotope in the cores) is high for neutrons in the thermal range (a few meV) whereas the fission neutrons have an energy ranging from 1 to 10 MeV, with a mean energy of 2 MeV (fast neutrons). A means to thermalize the fast neutrons is then required to keep the chain reaction, this process is called moderation. The fuel is plunged in water, kept in liquid state by a pressure of 155 bar, hence the PWR denomination. Thermalization is achieved by scattering neutrons on the Hydrogen nuclei.

The fission rate, and thus thermal power can be coarsely modulated by regulating the concentration of boron in the primary water loop. The capture of neutron on boron has a high cross section at thermal energies, this process competes with fission and effectively lowers the fission rate. The fission rate can be more finely tuned by inserting control rods of neutron absorbers in the core.

The four dominant nuclei contributing to the thermal power and thus the $\bar{\nu}_e$ flux are $^{235}$U, $^{238}$U, $^{239}$Pu and $^{241}$Pu. They make up for more than 99.7% of the thermal power of the reactor [54]. A fission releases energy and generates multiple fast neutrons and daughter nuclei called fission products (Figure 2.3(a)). Most of these fission products are rich in neutrons, and will undergo $\beta^-$-decays to migrate to the valley of stability (Figure 2.3(b)).

The several $\beta$-decays following each fission each emit one $\bar{\nu}_e$. Each fissile isotope can thus
Figure 2.3: 2.3(a): Fission product yields versus the fission product mass, in atomic units (i.e. number of nucleons), for thermal neutron reactors [59].

2.3(b): Fission product distribution of $^{235}$U represented in the isotope table (original figure from [60]).

be associated to an average number of emitted $\bar{\nu}_e$. In average $\sim 6$ $\bar{\nu}_e$ are emitted per fission. However, $\sim 2/3$ of those $\bar{\nu}_e$ have an energy below the IBD threshold. Table 2.3 gives the mean number of $\bar{\nu}_e$ per fission with an energy above this threshold. However, the fuel is in constant evolution, and so is the $\bar{\nu}_e$ flux and shape. A simulation of the cores is needed to provide a prediction of the un-oscillated $\bar{\nu}_e$ flux and spectrum from the reactors (Figure 2.4(b)) [53].

The expected instantaneous $\bar{\nu}_e$ rate in each detector, with no oscillation ($\theta_{13} = 0$) can be expressed as:

$$N_{\nu}^{exp}(s^{-1}) = \frac{1}{4\pi} N_p \epsilon \sum_{r=B_1,B_2} \frac{1}{L_r^2} \frac{P_{th,r}}{\langle E_f \rangle_r} \langle \sigma_f \rangle_r$$  \hspace{1cm} (2.11)

where $N_p$ is the number of available protons in the detector, $\epsilon$ is the detection efficiency, $r$ refers to the reactors $B_1$ and $B_2$, $L_r$ is the distance between the considered detector and each reactor $r$, $P_{th,r}$ is the instantaneous thermal power of the reactor $r$, $\langle E_f \rangle_r$ is the mean energy released per fission in the reactor $r$ ($\sim 200$ MeV), and $\langle \sigma_f \rangle_r$ is the mean cross section per fission in the reactor $r$.

The mean energy released per fission $\langle E_f \rangle_r$ in a reactor is expressed as a linear combination of the mean energies per fission of the various isotopes contributing to the fission:

$$\langle E_f \rangle_r = \sum_k \alpha_k E_{f,k}$$  \hspace{1cm} (2.12)

where $\alpha_k$ is the instantaneous fission fraction of the isotope $k$ (with $k = ^{235}$U, $^{239}$Pu, $^{238}$U, and $^{241}$Pu).
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The mean cross section per fission can be computed as:

\[ \langle \sigma_f \rangle = \sum_k \alpha_k \langle \sigma_f \rangle_k = \sum_k \alpha_k \int_0^\infty S_k(E)\sigma_{IBD}(E)dE \]  

(2.13)

where \( S_k(E) \) is the \( \bar{\nu}_e \) spectrum per fission of the isotope \( k \), and \( \sigma_{IBD}(E) \) is the IBD cross section in the detector (see Eq. 2.8).

In order to reduce the uncertainties from the \( \bar{\nu}_e \) reference spectra \( S_k(E) \), currently estimated to be of the order of 2.5% (Table 2.4), Double Chooz chose to normalize the mean cross section per fission using the Bugey4 measurement [40]. The Bugey4 experiment performed the most precise measurement of the mean cross section per fission for a PWR reactor. This measurement was conducted at 15 m from a PWR, found a value of 5.752 ± 0.08 · 10^{-19} barn/fission with a relative uncertainty of 1.4% (1σ C.L.). The normalization is done with:

\[ \langle \sigma_f \rangle_r = \langle \sigma_f \rangle_{\text{Bugey}} + \sum_k (\alpha_k^r - \alpha_k^{\text{Bugey}}) \langle \sigma_f \rangle_k \]  

(2.14)

The second term takes into account the differences in the compositions of Bugey and Chooz reactor fuels. As previously stated, the fuel composition evolves in time, so does the fission fraction of each isotope. It is then crucial to have a good understanding of the evolution of the composition of the cores. Figure 2.4(a) shows the evolution of the fission fractions of the four dominant isotopes over the data taking period of DC-III [61]. The parts without data correspond to reactor-off time during fuel reprocessing. The mean \( \alpha_k \), averaged over the same period, can be found in Table 2.3, along with the mean energy per fission per isotope. \( \alpha_k \) in Double Chooz are estimated using the reactor simulation MURE [62, 63]. Another code, called DRAGON [64], was used to cross check MURE results on dedicated sensitivity studies.

Spectra in Double Chooz reactor cores simulations originate from studies of the \( \beta \) spectrum of the fission products of the main isotopes (\(^{235}\text{U}, ^{239}\text{Pu}, \) and \(^{241}\text{Pu}\)) at the ILL research reactor [65]. Figure 2.4(b) shows the \( \bar{\nu}_e \) spectra per fission for the four major isotopes from the ILL measurements. The sum of these spectra, weighed by their corresponding \( \alpha_k \), corresponds to the black line in Figure 2.2(b) — this is the \( \bar{\nu}_e \) spectrum emitted by the reactors.

The measurement of the instantaneous thermal power \( P_{th,r} \) is derived from the in-core instrumentation, providing the temperature, the pressure and the mass flow of the water in the primary and secondary loops. The in-core instrumentation calibration is tested weekly using the heat balance in the secondary loop, which is heated by the primary loop with the water heated by fissions. In the secondary loop, steam is generated to drive turbines. By using measurements of the heat flow in the secondary loop, the thermal power can be measured. This test is performed with the reactor running at full power. The in-core instrumentation is recalibrated if it deviates by more than the uncertainty in the heat balance measurement. At nominal power the final uncertainty is 0.5% (1σ C.L.). The instantaneous thermal power is provided by EDF with time step < 1 min.

Table 2.4 addresses the contribution of the various components of the \( \bar{\nu}_e \) predictions to the overall uncertainty on this prediction, in the Far Detector only configuration. Using the measurement of the mean cross section per fission from the Bugey4 experiment helps reduce
Table 2.3: Fission fraction averaged over the data taking period of DC-III [61], mean energy released per fission [66], mean neutrino energy and mean number of neutrinos per fission, with the 1.8 MeV threshold of neutrino detection through IBD for isotopes with the dominant contributions to the core’s thermal power [67, 68].

<table>
<thead>
<tr>
<th>Isotope</th>
<th>$\langle \alpha \rangle$</th>
<th>$\langle E_f \rangle$ (MeV)</th>
<th>$\langle E_{\bar{\nu}_e} \rangle$ (MeV)</th>
<th>$\langle \bar{\nu}_{e,f} \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{235}\text{U}$</td>
<td>0.496 ± 0.016</td>
<td>201.92 ± 0.46</td>
<td>5.226 ± 0.051</td>
<td>1.92(1 ± 0.019)</td>
</tr>
<tr>
<td>$^{238}\text{U}$</td>
<td>0.087 ± 0.006</td>
<td>209.99 ± 0.60</td>
<td>7.040 ± 0.326</td>
<td>2.38(1 ± 0.020)</td>
</tr>
<tr>
<td>$^{239}\text{Pu}$</td>
<td>0.351 ± 0.013</td>
<td>205.52 ± 0.96</td>
<td>3.799 ± 0.033</td>
<td>1.45(1 ± 0.021)</td>
</tr>
<tr>
<td>$^{241}\text{Pu}$</td>
<td>0.066 ± 0.007</td>
<td>213.60 ± 0.65</td>
<td>4.956 ± 0.049</td>
<td>1.83(1 ± 0.019)</td>
</tr>
</tbody>
</table>

Figure 2.4: 2.4(a): Evolution of the fission fractions of the dominant isotopes over time for the two reactors since the first day of data taking for the DC-III analysis. The parts with no data correspond to reactor-off time, before fuel reprocessing.
2.4(b): Spectrum of anti-neutrinos emitted by isotope.

the overall uncertainty by $\sim 45\%$.
With the commissioning of the Near Detector, a new measurement of the cross section per fission is under way and is expected to have an uncertainty lower than the measurement performed by the Bugey4 experiment within 3 years of data taking.

2.4 Detector Design

Figure 2.5 shows the schematic organization of Double Chooz detectors.

Each detector is formed from a series of nested cylinders with each volume filled with different
Table 2.4: Uncertainties in $\bar{\nu}_e$ prediction in the Far Detector only configuration. The dominant uncertainty is the mean cross section per fission and can be greatly improved by the use of Bugey4 cross section measurement [69].

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty without Bugey4 [%]</th>
<th>Uncertainty with Bugey4 [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{th}$</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$\langle \sigma_f \rangle_{Bugey4}$</td>
<td>—</td>
<td>1.4</td>
</tr>
<tr>
<td>$S_k(E) \sigma_{IBD}(E_{\mu}^{true})$</td>
<td>2.5</td>
<td>0.2</td>
</tr>
<tr>
<td>$\langle E_f \rangle$</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>$L_R$</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>$\sigma_k^R$</td>
<td>0.8</td>
<td>0.9</td>
</tr>
<tr>
<td>Total</td>
<td>2.8</td>
<td>1.8</td>
</tr>
</tbody>
</table>

liquids: insensitive Buffer oil for shielding, Gd-doped scintillator as the Target and undoped scintillators for gamma rays, fast neutrons and muons.

The two inner vessels are acrylic and transparent to photons above 400 nm. The innermost vessel is the Target, with a diameter of 2.3 m, which contains 10 m$^3$ of Gadolinium-doped scintillator ($\sim 8.3 t$). The scintillator contains 1 g/l of Gadolinium. The capture on Gadolinium represents more than 80% of neutron captures in the Target.

The scintillator of the Target is composed of 80% dodecane ($C_{12}H_{26}$), 20% PXE ($C_6H_{18}$), 7 g/l of PPO ($C_{15}H_{11}NO$), 20 g/l of bis-MSB ($C_{24}H_{22}$), and of 1 g/l of Gadolinium. Time stability for the Gadolinium-doped liquid is ensured by Gadolinium atoms encapsulation in a Gd(thd)$_3$ molecule. It ensures an efficient dissolving in the scintillator and a durable transparency [70].

The volume of the Target is accessible from the top of the detector by a Glove Box and a Chimney. A nitrogen atmosphere is maintained in the glove box to prevent a degradation of the scintillator by oxygen.

Enclosing the Target is the $\gamma$-Catcher volume, with a diameter of 3.4 m, which contains 22 m$^3$ of undoped scintillator. The purpose of this volume is to detect the gammas emitted in both the neutron-capture process and positron annihilation in the Target, such that gammas emitted from neutrino events occurring in the outer volume of the Target are detected. This results in a well-defined Target volume. The $\gamma$-Catcher liquid scintillator is composed of 30% dodecane, 66% mineral oil (Shell Ondina909), 4% PXE, 2 g/l of PPO and 20 mg/l of bis-MSB. This scintillator composition was tuned to match the density and light yield of the Target liquid, in order to assure the safety of acrylic vessels and increase the uniformity of the detector response.

Since the photomultipliers are the most radioactive component of the detector, the inner volumes are shielded by a Buffer volume, with a diameter of 5.5 m, filled with non-scintillating paraffin oil. Events occurring in the acrylic volumes are detected by 390 10-inch low background

$^{2}$Gd(III)-tris-(2,2,6,6-tetramethyl-heptane-3,5-dionate)
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Figure 2.5: Double Chooz detector architecture.
(1) Glove Box (GB),
(2) Clean Tent,
(3) Outer Veto (OV),
(4) Chimney,
(5) Shielding,
(6) Inner Veto (IV),
(7) Inner Detector Photomultiplier (PMTs),
(8) Buffer,
(9) $\gamma$-Catcher (GC),
(10) Neutrino Target (NT).
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photomultiplier tubes (Hamamatsu R7081, ID-PMT) fixed to the inside of the steel Buffer tank. The photomultiplier tubes are angled to improve the uniformity of light collection efficiency in the inner-most volumes.

The outer detector volume is steel walled, with a diameter of 6.6 m, and filled with scintillator. 78 8-inch photomultipliers (Hamamatsu R1408, IV-PMT) line the outermost wall which is painted with a reflective white coating. This volume is the **Inner Veto** with the purpose of detecting and tracking muons and fast neutrons.

On top of the detector sits the **Outer Veto** (OV). This comprises strips of plastic scintillator and wavelength-shifting fibres. The veto extends further than the detector diameter with the purpose of detecting and tracking muons. The precision of the entry point of a muon, X-Y position, is far more precise than that achieved by the Inner Veto and detector. One of the main objectives is to tag near-miss muons, which interact in the surrounding rock (and not in the detector) but produce fast neutrons. Another important goal is to determine whether a muon entered the inner detector. Muons that do so can produce cosmogenic isotopes (i.e. via a photonuclear interaction on $^{12}$C), some of which will produce backgrounds for the experiment (discussed in chapter 6).

Figures 2.6 shows the two Inner Detectors for the far and Near Detectors. The acrylic vessels of the Target and the $\gamma$-Catcher are visible as well as the PMTs on the wall of the Buffer. Both detectors are identical from the Buffer tank (inner-most stainless steel vessel) inwards which is a physics requirement. This (Target, $\gamma$-Catcher,Buffer) volume is called the **Inner Detector**. Shielding against the radioactivity of the rock is provided by 15 cm of demagnetised steel for the Far Detector and a for the Near Detector, where the detector size is less of an issue and the fast neutron is higher, a 1 m-thick water shielding is used.

Figure 2.6: Inside of the Inner Detectors of the Far Detector (left) and the Near Detector(right). In both detectors, the Target’s acrylic vessel can be seen in the center, encapsulated in the $\gamma$-Catcher’s acrylic vessel, and surrounded by the PMTs in the Buffer.

### 2.5 Calibration

Double Chooz relies on the energy deposition of events across the detector in order to build the $\bar{\nu}_e$ energy spectra which will then allow to access $\theta_{13}$. It is essential to master the response of the detector to physical processes considered. Liquid and PMTs properties can be better characterized, even if tests were already performed during the detector installation.
Calibrating the detector is therefore crucial in order to access the energy response and to carefully reconstruct the events vertices. To do so, radioactive sources as well as light injection system are used.

**Light Injection systems**

Light injection system emitting LED light guided through optical fibers were installed in both the inner detector (IDLI) and the inner veto (IVLI). 46 injection points fixed on the edge of some PMTs are present in the inner detector and 96 in the inner veto. One can set the wavelength of the light to 385 nm, 425 nm or 475 nm for the IDLI and 365 nm or 475 nm for the IVLI. The system allows either a diffuse or pencil beam mode.

Whereas the 385 nm wavelength should be totally absorbed and re-emitted by the liquid scintillator, the 425 nm wavelength is partially absorbed, constraining its detection to the PMTs present on the opposite side of the detector. It allows to understand the absorption of the Target and γ-Catcher as well as the PMTs characteristics. The 475 nm wavelength should not excite the liquid scintillator, acting as a direct light source for the PMTs receiving the light.

**Radioactive sources**

Up to now, four radioactive sources with different particles emission and different energies are used to calibrate the ID. The deployment of $^{137}$Cs, $^{68}$Ge, $^{60}$Co or $^{252}$Cf can be performed either using the Z-Axis Deployment System (ZADS), which brings the sources directly into the Target volume, or the Guide Tube, which brings the sources into the γ-Catcher volume within a rigid loop tube using a motor driven cable. The deployment of the sources is performed through the Glove Box in a clean tent above the detector. When using the ZADS, operators use the Glove Box. ZADS allows to move the sources on a range spanning from 1 mm above the Target bottom up to the Target chimney, with 1 mm precision, and the Guide Tube allows a precision of 2 mm. With the emission of a 667 keV γ, the $^{137}$Cs source is the less energetic source. This energy is not of interest for the \( \bar{\nu}_e \) selection but remains between the trigger threshold and the IBD reaction threshold of 1.022 MeV according to equation 2.7. The electron capture on $^{68}$Ge provides a positron which annihilates with an electron of the medium, leading to the emission of two 511 keV γ. This energy corresponds to the energy threshold of the IBD and helps determining the trigger efficiency. The $^{60}$Co source emits two γ of 1.17 MeV and 1.33 MeV in the prompt energy range of interest for the \( \bar{\nu}_e \) selection whereas the delayed energy range can be studied thanks to the neutrons release from the spontaneous fission of the $^{252}$Cf source.

### 2.6 Data Acquisition

#### 2.6.a Inner Detector and Inner Veto read-out chains

The acquisition chain can be summarized in Figure 2.7 for the Inner Detector and the Inner Veto. The Outer Veto is an independent system. Far Detector electronic systems were upgraded during the first semester of 2014. The two configurations are respectively called FD-I and FD-II for pre- and post-upgrade.

The light emission from an event in the scintillator is collected by a PMT, operated at a gain of $\sim 10^7$. The electric signal from the PMT, called PMT waveform, is carried out of the
The separation between low frequency DC high voltage and high frequency PMT waveform is done in the splitter. The waveform is then sent to a custom Front End Electronics that amplifies this signal with a gain of $\sim 7$ for FD-I and $\sim 20$ for FD-II. The amplified analog signal is afterwards digitized by a 8-channel, 8-bit, 500MS/s Flash-ADC (CAEN Vx1721) described later on in Chapter 3.

The FEE also sums up the non amplified analog signals by groups of 16 ID-PMTs, or 5 IV-PMTs, and sends it to the trigger system. Upon discrimination, a trigger signal is simultaneously sent to all Flash-ADCs and the digitized waveforms are stored by the data acquisition system (DAQ).

Later on, a channel will refer to the full acquisition chain, from one PMT to the digitized waveform.

### 2.6.b Outer Veto read-out chain

The Outer Veto read-out system is independent from the Inner Detector and the Inner Veto read-out. The scintillation light coming from the Outer Veto strips is collected by optical fibers. These fibers are connected at one end to a Hamamatsu M64 multi-pixel-PMT. A mirror is positioned at the other end in order to reflect the light.

The OV PMT is connected to a custom FEE board allowing adjustment for each channel gain. The signals are digitized by a 12-bit ADC. If the signals exceed a common threshold, the trigger is generated, and the signals are stored and later read-out via USB.

### 2.6.c Trigger System

The trigger system is separated in one Trigger Master Board (TMB) and three sub-trigger boards, one for the Inner Veto (TB-IV), and two for the Inner Detector (TB-A and TB-B).

The ID PMTs are divided in 12 geometric sectors of 32 PMTs each. For a given sector, half of the PMTs are connected to the TB-A and the other half to the TB-B. Each PMT connected to the TB-A is surrounded by PMTs connected to the TB-B and vice versa. Therefore, each
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trigger board looks at the same volume [71].

The IV PMTs are also divided in groups of 5 PMTs. A precise measurement of the deposited energy inside the IV is difficult to obtain, given the low PMTs coverage of the Inner Veto. Thus the Inner Veto trigger condition is rather based on the hit pattern of the PMTs groups. The lowest threshold (neutron) uses multiplicity, requiring 10 groups to exceed the group threshold. The second threshold (muon) is a total sum threshold, is slightly slower than than the multiplicity as more processing is required.

The three trigger boards convert the summed signal of the PMTs (ID) or the PMT hit pattern (IV) into a series of 8-bit sent to the TMB.

Each board has different trigger levels to better characterize the event. TB-A and TB-B have a low energy threshold to characterize a neutrino interaction, an intermediate energy threshold for fast neutrons and a high energy threshold for muons crossing the detector. TB-IV has two levels, one for neutrons and one for muons.

When a muon threshold is crossed in the IV, only low level reconstructed information, computed at the Event Builder's level, are stored, not the complete waveforms of the PMTs.

In turn, the TMB sends out a 8-bit trigger word to the Flash-ADC. This trigger word contains information on the trigger level of the event.

Other systems communicate with the TMB: a fixed rate trigger is sent every second to determine the detector live time, the light injection systems (IDLI and IVLI) provide the LED firing time to the TMB and the Outer Veto provides a flag every time it is triggered. The TMB also broadcasts a synchronous 62.5 MHz (16 ns period) clock to all subsystems.

2.6.4 Data Acquisition

The Double Chooz data acquisition is performed by five read-out processors (ROP) connected to the Flash-ADC cards. When the trigger signal is received, the ROPs transfer the Flash-ADC memory Buffer to the Event Builder Process via a 1 Gb/s ethernet connection using a TCP/IP protocol. The Event Builder is a multi-thread process which collects the data from the five ROPs and writes them on consecutive gzip binary files. The data acquisition is controlled by a Run Control and its Graphical User Interface (GUI). This GUI is the interface between the shifter and the data acquisition system. Shifters can configure the run parameters and start or stop the data acquisition. For each run, the timing information such as the start and stop time, the run length and the run-type are written in a database.

2.7 Datafile handling with DataMigro

Binary data files from the Event Builder are written compressed in gzip format and can be temporarily stored on local machines before being transferred to IN2P3 computing center (CCIN2P3) located at Lyon for processing, back-up and storage. Once at CCIN2P3, binary files are processed in a dedicated file format of the Double Chooz collaboration, based on ROOT (DOGS files) by a process called "DOGSifier". Onsite data handling and data migration to CCIN2P3 are performed by a set of processes called “DataMigro”. The maintenance of this process was one of my responsibilities during my thesis.
DataMigro is a daemon running on the background of Far Lab and Near Lab machines, it was originally developed by Alberto Remoto [72] and then taken over by Guillaume Pronost [73] and Romain Roncin [74] in the beginning of 2013. I took over responsibility in early 2015.

All DataMigro processes have the same structure, described in Figure 2.8. Each process runs on the background of the machines, using a cron system or a simpler bash scripts system. Every minute the process queries a local database to check if a new run can be processed. The status flag of the process ("COMPLETED", "ERROR", or "FAILED") is registered in the database in order to monitor DataMigro and help the experts troubleshooting. This status flag is used to trigger the next DataMigro process. In case of an issue during the processing, an automatic recovery procedure is implemented using a “ERROR” flag in the database. If the recovery procedure failed, the status flag is updated to “FAILED”. DataMigro experts can manually relaunch a failed process for a given run if necessary. DataMigro status is reported to the shifter via a dedicated messaging system. In case of failure, the shifter has to inform DataMigro experts.

The transfer to CCIN2P3 uses the Integrated Rule-Oriented Data System (iRODS), with a ≥ 10 MB/s bandwidth. iRODS is a high performance generic data manager, used in CCIN2P3 with an interface to the permanent CCIN2P3 High Performance Storage System (HPSS). HPSS is a large scale tape storage server with a capacity of 1 to 100 PB.

In order to monitor the DataMigro processes a php-based framework has been developed to allow the monitoring of DataMigro status for each detector in a configurable and user friendly web page, as shown in Figure 2.9.

2.8 Event Reconstruction

Once transferred to CCIN2P3, the binary run files are processed into DOGS files with some basic variable reconstructions. Later on, a second reconstruction layer is also applied to create
Figure 2.9: Web interface for the shifters to control the good operation of the transfers.

the Common Trunk files (CT files). The MC files are produced as DOGS format, and then
$CT - ed$ like real data files.

2.8.1 Energy Reconstruction

An event in Double Chooz consists in a set of waveforms from all the PMTs. For each
waveform $i$, the charge $q_i$ collected by the PMT is obtained by integrating the signal over a
time window containing the pulse. A software called RecoPulse is used to extract first level
waveform information such as the collected charge, the start time of the pulse, etc. The relevant
variables for event reconstruction are defined in Figure 2.10.

Figure 2.10: Waveform from each PMT $i$ are characterized by their baseline (materialized by the red
dashed line), the charge of the pulse $q_i$, and the start time of the pulse $T_{\text{start},i}$. 
The energy reconstruction method is based on the conversion of the total number of photoelectrons, $N_{PE}$, to the visible energy, $E_{vis}$. Correction factors for uniformity, $f_u$, energy scale, $f_{MeV}$, stability for data only, $f_s$, and light non-linearity for MC only, $f_{lnl}$, are also applied, as follows:

$$E_{vis} = N_{PE}(\rho, z, t) \times f_u^\rho(\rho, z) \times f_{MeV} \left( \times f_{data}^{E_{vis}, t} \right) \left( \times f_{MC}^{E_{vis}, t} \right)$$  \hspace{1cm} (2.15)

where $(\rho, z)$ stands for the detector coordinates, $t$ for the time, $E_{vis}^0$ for the energy once the uniformity correction has been applied and $*$ refers to MC or data sets (FD-I, FD-II, or ND).

The total number of photoelectrons can be extracted from the charge collected by each PMT as follow:

$$N_{PE} = \sum_i n_{PE,i} = \sum_i \frac{q_i}{gain_i(q_i, t)}$$  \hspace{1cm} (2.16)

where $n_{PE,i}$ and $q_i$ represent respectively the number of PE and the charge collected by the PMT $i$. In Double Chooz, the charge, collected by an individual PMT or summed over the full detector will be expressed in DUQ. This unit corresponds to 1 ADC code integrated over a time sample of 2 ns, knowing the equivalent resistance of a PMT. An ADC-code is the digitization step of the Flash-ADC. $gain_i(q_i, t)$ is a function that translates the charge into a number of PE and corrects for the charge non-linearity mostly due to digitization effects (this will be discussed in more details in Section 3.6). This gain function is extracted by calibration taking into account the variation in the course of the data taking and charge dependence, called gain non-linearity, especially sensible at low number of PE.
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As shown in Figure 2.11 the gain function for each channel $i$ can be described as a constant gain at high charges, and a sloped gain at low charge, due to the gain non-linearity:

$$
gain_i(q_i, t) = g_i(t) + l_i \times (q_i - c_i(t)) \quad \text{(} q_i < c_i(t) \text{)}$$
$$
= g_i(t) \quad \text{(} q_i \geq c_i(t) \text{)}
$$

(2.17)

where $g_i$, $l_i$ and $c_i$ are determined for each channel $i$ from a fit of the measured gain for different charge at different time $t$. The PE calibration, aims to estimate, for each channel, the channel’s gains. These gains are measured using the calibration data taken with a constant light yield provided by the Inner Detector light injection calibration system (IDLI). This IDLI calibration, and its Inner Veto equivalent, the IVLI, are performed every week, and after every power cycle, as power cycling the electronics have proven to be the dominant source of the gain non-linearity variations. The average charge to PE conversion factor $g_i$ measured are summarized in Table 2.5 for each of the three detector configurations.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Gain Data (DUQ /PE) MC (DUQ /PE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FD-I</td>
<td>88.27</td>
</tr>
<tr>
<td>FD-II</td>
<td>198.50</td>
</tr>
<tr>
<td>ND</td>
<td>185.6</td>
</tr>
</tbody>
</table>

Table 2.5: Charge (DUQ) per PE conversion factor for the various detector settings

The number of PE collected is then corrected for the effect of the vertex position on the light collection efficiency by the function $f_u(\rho, z)$. This effect is estimated by fitting the neutron capture peak on Hydrogen at a position $(\rho, z)$ in the detector and comparing it to the neutron capture at the center of the Target $(0, 0)$.

$$
f_u(\rho, z) = \frac{\text{Peak Mean}(\rho, z)}{\text{Peak Mean}(0, 0)}
$$

(2.18)

Figure 2.12 shows the uniformity correction maps for the various data sets and MC. Maps for the data were generated using spallation neutron that capture on Hydrogen across both the Target and $\gamma$-Catcher volumes. The correction ensures that the visible energy measured for an event does not depend on the event position. The Hydrogen peak is used as it is narrower than the Gadolinium one, and thus provides a more precise measurement of the possible shift in its position.

The absolute energy scale $f_{MeV}$ has been studied using the capture on Hydrogen of neutrons from a $^{252}$Cf source deployed at the center of the Target.

The energy stability for data sets $f_s(E_{vis}, t)$ has been introduced to account for the variation of the electronics response over time, i.e. the time dependence of the reconstructed number of PE. The stability is studied using spallation neutron captures on Hydrogen and Gadolinium as well as the $\alpha$ from the $^{212}$Po decay. The energy of the $\alpha$ is 8.8 MeV but results in a visible energy of about 1 MeV due to quenching effects, and therefore allows stability monitoring in the lower energy region below neutron capture peaks.
Figure 2.12: Uniformity maps for MC (top) and data (bottom) in FD (left) and ND (right). The maps are obtained by fitting the mean energy of the neutron capture peak on Hydrogen at different positions in the detector and comparing it to the value at the center. The black lines represent the limits of the Target at the center and the γ-Catcher surrounding it.

Figure 2.13 shows the stability-corrected evolution of the n-Gd, n-H and $^{212}$Po α energies. Their evolutions have been stabilized down to the percent level.

The MC visible energy is corrected for the remaining energy non-linearity in order to improve the agreement between data and MC. This energy non-linearity arises from two sources: the charge non-linearity (QNL) and the light non-linearity (LNL). LNL is particle dependent, and therefore, it is not applied in the visible energy equation, only QNL is applied as follow:

\[
J_{NL}^{MC}(E_{vis}) = J_{QNL}^{MC}(E_{vis}) = 0.0023 \times E_{vis}[\text{MeV}] + 0.9949 \quad (E_{vis} < 10 \text{ MeV})
\]
\[
= 1.0179 \quad (E_{vis} \geq 10 \text{ MeV})
\]

The LNL is included in the energy model used in the $\theta_{13}$ fit. Figure 2.14 shows the energy resolution for FD-I data and for MC. Horizontal axis shows the peak energy obtained by a
Figure 2.13: Ratio of the peak energy of $^{212}$Po $\alpha$ decay (top) and neutron captures on H (center) and Gd (bottom), before and after application of the stability correction, to their nominal value as a function of time for FD-I data. Gain variations over time are dominated by the electronics power-cycling and are especially sensible at low energy (for the $^{212}$Po $\alpha$).

fit and vertical axis shows the energy resolution. Black circles correspond to the data taken with calibration sources at the center of the Target, and black squares correspond to neutron captures on C and Gd from data (IBD or muon-induced spallation neutron). The red points correspond to the equivalent for MC.
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Figure 2.14: Energy resolution for FD-I data. The fits take 3 parameters (a,b,c) where a is the stochastic term of the energy resolution, b a constant term and c is linked to the electronics noise.

2.8.b Vertex Reconstruction

The vertex reconstruction in the Inner Detector is performed by an algorithm called RecoBAMA based on a charge and time likelihood maximization. RecoBAMA assumes an instantaneous, point-like energy deposition in the detector, and an isotropic light propagation. Thanks to these assumptions, a vertex can be described by \( \hat{X} = (x_0, y_0, z_0, t_0, \Phi) \) with a single position \((x_0, y_0, z_0)\), time \((t_0)\), and the amount of light per steradians \((\Phi)\).

The time of arrival of the light on each PMT \(i\) can be predicted as:

\[
t_i = t_0 + \frac{r_i}{c_n}
\]

where \(r_i\) is the distance of the PMT \(i\) to the vertex position and \(c_n\) is the effective light velocity along the light path.

Assuming the light is only affected by pure attenuation, the amount of light \(\mu_i\) received by each PMT \(i\) is expressed as:

\[
\mu_i = \Phi \times \epsilon_i \times \Omega_i \times e^{-\frac{r_i}{\lambda}}
\]

where \(\epsilon_i\) is the quantum efficiency of the PMT \(i\), \(\Omega_i\) is the solid angle subtended by the PMT photocathode and \(\lambda\) is the effective light attenuation length along the light path.

The likelihood is defined as:

\[
\mathcal{L}(\hat{X}) = \prod_{q_i=0} f_q(0; \mu_i) \prod_{q_i>0} f_q(q_i; \mu_i) f_t(t_i; t_i^{\text{pred}}, \mu_i)
\]

The first product is performed over all PMT with zero charge, which did not collect the expected amount of light \(\mu_i\) because of quantum efficiency and photon statistics, this is a crucial
information for the vertex reconstruction. The second product is performed over the PMT that have been hit, with non-zero charge. This product takes both the charge and time information. $f_q$ and $f_t$ are respectively the charge and time probability density functions (PDF), computed from MC simulations and validated with physics and calibration data.

The reconstructed vertex is the vector $\vec{X}$ that minimizes the negative log-likelihood function, later on called Functional Value:

$$FV(\mathcal{L}) = -\log \mathcal{L}(\vec{X}) = -\sum_i \ln f_q(q_i; \vec{X}) - \sum_{q_i > 0} \ln f_t(t_i; \vec{X}) = FV_q(\vec{X}) + FV_t(\vec{X}) \quad (2.23)$$

RecoBAMA uses both charge and time informations to reconstruct the vertices, and returns a global FV value, but also the individual $FV_q$ and $FV_t$ values. The accuracy can be measured using deployed sources. Figure 2.15 shows a $\sim 13$ cm resolution of the reconstruction of the position of a $^{68}$Ge source deployed at several positions along the Z axis of the Target.

![Figure 2.15: Reconstructed vertex from a $^{68}$Ge source deployed at several positions along the Z axis of the Target.](image)

### 2.9 Conclusion

Double Chooz proposed the now widely used multi-detector design. The multi-detector design helps reducing the correlated detection uncertainties and the reactor flux prediction uncertainties. In the single-detector phase, flux uncertainties are reduced by using the normalization measurement performed by Bugey4 as a virtual Near Detector.

The physical containment of the Gd-loaded scintillator allows for a better control of the detection volume, and the presence of the $\gamma$-Catcher allows to ensure an efficient energy collection over the full Target volume. The addition of the buffer helps reduce the radioactivity from the PMT, and the Inner Veto allows an active rejection of external contamination such
as Muons, Fast Neutrons and penetrating high-energy $\gamma$ from the surrounding rock radioactivity.

The energy reconstruction is based on the light collection by the 390 PMTs in the Inner Detector, and multiple calibration methods have been developed to ensure a control of the energy non linearity at low energy.
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Calorimetry with Flash-ADC Digitizers

3.1 PhotoMultipler Tube Principle

Light collection in Double Chooz is achieved by the use of PMTs (Hamamatsu R7081). The working principle of a PMT is described in Figure 3.1: A Photo-Electron (PE) is emitted by photoelectric effect when a photon in the visible range hits the PMT’s photocathode. This PE is then accelerated and focused on the first dynode by a focusing electrode. The dynodes produce secondary electrons at each stage, amplifying the electron flux. At the end of the dynode chain, the electrons are collected on an anode, producing a measurable electric current.

![Diagram of Double Chooz’s ID-PMT Hamamatsu R7081](image)

**Figure 3.1:** 3.1(a): Shape of Double Chooz’s ID-PMT Hamamatsu R7081.
3.1(b): Working principle of a PMT: an incident photon knocks an electron (Photo-Electron) out of the photocathode through photoelectric effect. This PE is then accelerated onto the first dynode and is amplified through an electron avalanche at each dynode.

Double Chooz’s scintillator yields an average of 800γ/MeV with a maximum of emission at a wavelength of 420 nm, which, with a 25% quantum efficiency of the PMT photocathode at this wavelength [75] results in 200 PE/MeV for the full 390 ID-PMT, which translates into 0.5
PE per MeV and per PMT. Signals from IBD in the target range from an average of 1 to 5 PE per PMT, thus, in order to digitize these signals well enough while not saturating, PMTs are operated at a gain of $10^7$.

In the following, a PE will refer equally to either the primary electron or the corresponding pulse on the waveform output by the PMT at the end of the amplification.

Amplification of a PE is a series of stochastic processes and is largely dependent on the energy of the electron hitting the first dynode. This energy depends on the position where the photon hits the photocathode, and the homogeneity of the accelerating and focusing field. In general, compared to PMTs with small photocathodes, those with larger photocathodes are less homogeneous and the center of their photocathode is more efficient than the edges. This leads to a widening of the final charge per PE distribution.

Imperfections of a PMT may come from different sources:

- Non-uniformity of the photocathode quantum efficiency (i.e. the probability to emit a PE for every photon hitting the photocathode).

- Non-uniformity of the focusing electric field.

- Probability of first emission at the first dynode level, if a visible photon crosses the photocathode and hits the first dynode, producing a PE, and thus missing an amplification step.

- Probability of after pulse, when an ion is knocked out of the photocathode as well as an electron. The ion will slowly drift back to the photocathode and may re-emit an electron, thus producing a second avalanche. This process is very slow, however, the second peak comes after a few microsecond, and will not be on the same waveform in our case.

- Probability of late pulse, when the electron is in-elasitically scattered at the dynode, reflected and then re-accelerated. This process is much faster than the previous one, and only take $\sim 100$ ns in Double Chooz.

- Rate of thermal emission: The energy of electrons in the dynode follows the Boltzmann distribution in $e^{-E/k_B T}$. Because the PMTs are at room temperature, some electrons may have enough energy to leave the dynodes, which produces a measurable avalanche.

Figure 3.2(a) shows the charge distribution of a PMT in Double Chooz that was acquired during PMT tests performed during the commissioning of the Far Detector and is reported in [75]. The PMTs were illuminated with a LASER LED with an intensity of 0.1 PE per pulse. The distribution can be described by a series of Gaussians and an underlying exponential: The first Gaussian, centred on $\sim 20 \text{ pC}$, is the pedestal and corresponds to the integration of empty waveforms, with no PE. The second Gaussian corresponds to waveforms with PE and is centred on the value of the pedestal plus the gain of the channel (gain of the PMT and possible later amplification). The underlying exponential corresponds to thermal electron emission from the first dynode.
Figure 3.2: 3.2(a): Charge distribution (in pico Coulomb) for Double Chooz ID-PMT illuminated by a LASER LED with an intensity of 0.1 PE per waveform acquired during the PMT tests for the commissioning of the Far Detector reported in [75]. The distribution can be described by a two of Gaussians (respectively 0 and 1 PE) and an underlying exponential. 3.2(b): Same distribution with a LED intensity of 0.25 PE per waveform obtained in [76]. The pedestal and 1 PE are visible as well as the multiple PE contributions.

The number of PE is the physical observable since it is directly linked to the energy collected on the PMT and thus to the energy of the event. A PMT waveform is a superposition of multiple single PE contributions. Given the wide charge distribution for a single PE, it is often impossible to distinguish between one PE with high charge or two PE with each a low charge as shown in Figure 3.2(b) where 1-PE and 2-PE contributions are piling-up. It is however possible to give a statistical estimation of the number of PE by dividing the charge by the gain, as described in Section 2.8.a.

3.2 Double Chooz Digitization System

Flash-ADC are a means to perform an Analog to Digital Conversion (ADC) of a voltage or current with fast sampling. Waveform digitization allows to measure a variety of parameters on the signal, such as pulse charge, start time, rise time and quality estimators such as the baseline estimation. This also allows to store the waveforms and to re-analyse them later on if necessary, e.g. if the reconstruction algorithm changes, which is impossible when such measurements are done with analog electronics.

The read-out chain has been presented in Section 2.6.a. The Front End Electronics (FEE) amplifies the PMT waveforms for future digitization, and performs a summation of groups of waveforms for trigger decision taking (groups of 16 channels for ID-PMT and 6 channels for IV-PMT).

After amplification, the mean single PE amplitude is of the order of 70 mV for FD-II and
ND configurations, and $\sim 35 \text{mV}$ for FD-I. The analog RMS noise level was measured to be $\sim 1.2 \text{mV}$ for FD-I configuration and $\sim 1.9 \text{mV}$ for FD-II and ND.

The amplified waveforms are then digitized by an 8-channel, 8-bit, 500 MS/s Flash-ADC (CAEN Vx1721). All PMT signals are sampled synchronously every 2 ns. The Least Significant Bit (LSB) is the voltage step of the digitizer. It corresponds to the analog voltage equivalent to one ADC code. The waveforms are digitized over 8 bits, so with $2^8 = 256$ ADC codes, for a dynamic range of 1 V. Therefore the LSB is 3.9 mV. The analog noise RMS is $\sim 0.3 \text{LSB}$ for FD-I [77], and $\sim 0.37 \text{LSB}$ for FD-II and ND and originates dominantly from FEE amplification. The average amplitude of a single PE waveform is digitized over $\sim 18$ ADC codes for FD-I and $\sim 50$ ADC codes for FD-II and ND.

**Flash-ADC architecture** The Flash-ADC boards are hosted in a VME crate that provides power and communication with the data acquisition system controlled by a single-board computer (PowerPC) with software written in Ada-2005. Digitized waveforms are sent to the computer through the VME64x transfer protocol 2eSST in which the data is transferred by blocks of 64 bytes using the double edged Source Synchronized Transfer (transfer on the rising and falling edges of the clock signal), giving a maximum transfer speed of 320 Mbytes/s.

Figure 3.3(a) shows a front and side view of Double Chooz Flash-ADC cards. The 8 digitization channels are divided in 4 groups of 2 channels. Each group of 2 channels is mounted on a separate mezzanine and the 4 mezzanines are then mounted on a motherboard. Each mezzanine contains a 2-channel ADC chip, a 2-channel DAC chip, a FPGA chip (Field Programmable Gate Array) and two RAM buffers. The FPGA on each mezzanine controls the digitization of the two channels, the reference voltage, the addressing and read-out in the buffers. On the motherboard, a FPGA controls the trigger signal and clocks distribution, the data read-out from the mezzanines, and all input/output processes with the VME crate and the front panel connectors. A block diagram of the Flash-ADC board organization is shown in Figure 3.3(b).

**Event meta-data** The Trigger system generates information about the triggering conditions and calculates the event number. Synchronous to the trigger, this information is passed to the Flash-ADC boards through the 16-bit LVDS input connector on the front-panel. This information, together with the number of clock ticks since the previous trigger and an internal trigger counter, are stored by the Flash-ADC. This constitutes the event meta-data; it can be read from the VME, and used to categorise the event types and differentiate data handling.

**Clock distribution within the Flash-ADC** The Flash-ADC cards are fed a 62.5 MHz clock from the trigger system, synchronously to all other Flash-ADC cards. This external clock is sent to a Clock Manager. The Clock Manager has a PLL that synchronizes an internal 1 GHz oscillator to the external clock, and outputs several clock signals.

Four 500 MHz sampling clocks are sent to the ADC on each of the four mezzanines, a 62.5 MHz is used as the clock output, and another is sent to the motherboard FPGA, with a
software-tunable delay. The motherboard FPGA then distributes the synchronous 62.5 MHz to each mezzanine FPGA to serve as synchronization between the mezzanine FPGA and the ADC. When synchronizing the Flash-ADCs, this tunable delay is adjusted so that all mezzanines FPGA on all Flash-ADC cards see the same clock phase, i.e. are synchronized within 2 ns.

The communication between the ADC and the FPGA on the mezzanines is achieved by writing blocks of 16 bits per channel at 125 MHz. This transfer is done using the DDR protocol, by writing on both fronts of the clock signal. Data is transferred from the mezzanine to the motherboard through a FIFO by sending groups of 64 bits at 62.5 MHz.

### 3.3 Signal Digitization

The digitization principle of the signal from one acquisition channel is described in Figure 3.4. Figure 3.4(a) shows the diagram of the input signal digitization by Double Chooz’s Flash-ADC. Every 2 ns, the input analog signal \(V_A\) and a reference voltage \(V_{ref}\) are fed to a 8-bit Analog to Digital Converter (ADC) that outputs a digital value \(N_D\) to a FPGA. \(N_D\) ranges from 0 to \(2^8 - 1 = 255\).

A constant reference voltage \(V_0\) from a 12-bit DAC is subtracted from the analog signal. The value of \(V_0\) can be written dynamically through the VME bus. This value sets the baseline of the PMT waveform and allows us to optimize the dynamic range to digitize the down-going PMT signal while being able to digitize the possible overshooting of the signal following a high
energy event such as a muon crossing the detector. $V_0$ is set so that the baseline is at 210.5 ADC codes in the FD-I configuration. We saw no benefit from such a large positive dynamic range in FD-I data, and decided to reduce it and set the baseline to 230.5 ADC codes in the FD-II and ND configurations.

The stability of $V_0$ is crucial in the reconstruction of the events by RecoPulse, as it is the level zero from which the digitized waveform is integrated to compute the charge collected by the PMTs. The effects of the baseline on the energy linearity will be discussed in more details in Section 3.6.

![Diagram](image)

Figure 3.4: 3.4(a): Double Chooz Flash-ADC digitization block diagram. This diagram represents the signal path from input to digitization by the ADC and storage on the FPGA. 3.4(b): Digitization principle of an ADC. The input voltage $V_A + V_0$ is compared to each of the $2^n - 1$ step of a voltage ladder of total voltage $V_{ref}$, where $n$ is the number of bits over which the signal is digitized.

Figure 3.4(b) shows the working principle of the ADC. The analog signal $(V_A - V_0)$ is compared to each step of a voltage ladder by $2^n - 1$ comparators ($C_i$). The output of each comparator is a high or low (1 or 0) saturated signal. The binary output is then coded into a 8-bit ADC count $N_D$ by the decoder and sent to the FPGA. $N_D$ corresponds to the number of the comparator with the voltage step closest, while still being lower, to the analog value, performing an effective flooring of the signal.

The FPGA in turn writes each byte in a circular buffer of 1024 pages of 2048 samples (4096 ns). A page is written continuously up to the 2048th sample. If no trigger signal is received during that time, the first sample of the same page is overwritten by the 2049th sample and so on. When a trigger signal is received, the writing process is moved to the next page and the current page is ready to be read-out.

The address on the page of the trigger point can be calculated knowing the page duration, 4 µs and the trigger time, the time between this event and the precedent. A ’slice’ of data of 256 ns is then sent to a FIFO in the motherboard FPGA. From this FIFO, the waveforms can
be transferred across the VME backplane to the PowerPC.

While a page is read-out, another page is written, so there could be multiple triggers in the time it takes to read a page. Once the waveform has been transferred, the corresponding page is cleared. If reading is too slow compared to the trigger rate, the number of written pages can increase, up to a maximum of 1024 pages. The firmware developed for Double Chooz thus allows a variable size of waveforms to read from 0 µs (no data) to a maximum of 4 µs. In Double Chooz, the mean trigger rate can go up to 1 kHz before a problem arises. When that happens, an exception is raised, data taking stops and an alert is sent to the shifter.

3.4 Digitization Limitations

Several effects intrinsically appear when digitizing the PMT waveform that will later on limit our knowledge of the signal, and thus its reconstruction.

In the digitization of an analog waveform, two discretizations occur:

- sampling: discretization in time,
- quantization: discretization in amplitude.

An obvious limitation arises from the sampling frequency of 500 MS/s (Mega Samples per second). The Nyquist-Shannon sampling theorem holds for signals at frequencies lower than 250 MHz. The speed of the PMT coupled with the bandwidth limitations of the cables and the Front-End amplifiers (< 200 MHz) ensure that the condition of the sampling theorem is met. In addition, a bandwidth filter inside the Flash-ADC, before the digitizer, limits the frequency of the signal to below the 250 MHz limit.

Similarly to the Nyquist-Shannon theorem, B. Widrow derived two quantization theorems (QT1 and QT2 [78]). Those theorems link the signal pdf to the quantization step, which in our case corresponds to 1 ADC count, or 1 LSB.

The first theorem, QT1, states that if the amplitude of the analog signal is greater than 1 LSB, the statistical description of the analog signal can be exactly reconstructed from the digitized output.

In Double Chooz, the average single PE pulse is well digitized, over ~ 18ADC codes, and as such can be well reconstructed.

The second theorem, QT2, is a looser condition: if the amplitude of the analog signal is greater than 0.5 LSB, the estimated mean and variance of the output digitized signal are equivalent to that of the input analog signal.

The baseline is estimated from waveforms with no PE pulse, thus the signal is essentially flat, with fluctuations only due to the analog noise. In that case, it is the noise RMS that becomes critical to estimate the precise position of the baseline.
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If the waveform is noiseless, the baseline determination is impossible. As only one code would be hit, all that could be known would be the position of the baseline within 1 ADC code. On the contrary, if the Gaussian noise RMS is big, the hit code distribution would be a well drawn Gaussian, with a well measurable mean and variance. This is the essence of QT2.

Double Chooz analog RMS noise level is below 0.5 LSB, so there is an intrinsic bias between the true and the measured baselines. Carbone and Pietri derived the biases for constant signals with several noise distributions including the Gaussian case in [79]. The offset between the observed and the true baselines \( m_e(e_q) \) can be expressed as a sinusoid, the amplitude of which decreases exponentially with the noise RMS \( \sigma_n \):

\[
m_{e}(e_{q}) \sim \frac{1}{\pi} e^{-2\pi^{2}\sigma_{n}^{2}} \sin(2\pi e_{q}) , \sigma_{n} \geq 0.3 \text{ LSB} \tag{3.1}
\]

where \( e_{q} \) is the true offset of the baseline within one ADC code. Figure 3.5(a) shows the simulated evolution of the bias between the true and the reconstructed waveforms with respect to the positions of the true baseline, for different noise levels. The bias evolves as a sinusoid, as described in Equation 3.1, but the flooring performed by the Flash-ADC introduces a constant bias of \(-0.5\) LSB, for any noise level. Therefore, the baseline position is constantly underestimated.

The evolution of the bias amplitude with the noise level proves problematic since every channel does not necessarily have the same level of analog noise. Placing the true baseline at an integer value of a code minimizes this evolution since for any level of noise, the signal has a 50% probability to hit the desired code \( N \), and a 50% probability to hit the code \( N - 1 \). This leads to a constant offset of \( 0.5 \) LSB when averaging over the samples, placing the observed baseline at code \( N - 0.5 \) regardless of the noise level.

The bias in the baseline determination leads to a non-linearity in energy as discussed in more details in Section 3.6.

The variance of the output signal \( \sigma^{2} \), i.e. the variance of the hit code distribution, can be expressed as [79].

\[
\sigma^{2} = \frac{1}{12} + \sigma_{n}^{2} - e^{-2\pi^{2}\sigma_{n}^{2}} \left[ \left( 4\sigma_{n}^{2} + \frac{1}{\pi^{2}} \right) \cos(2\pi e_{q}) - \frac{1}{\pi^{2}} e^{-2\pi^{2}\sigma_{n}^{2}} \sin^{2}(2\pi e_{q}) \right] , \sigma_{n} \geq 0.3 \text{ LSB} \tag{3.2}
\]

The evolution of the RMS of the output signal with the observed baseline has been simulated in Figure 3.5(b) for various noise levels. The red line shows the analytical description of Equation 3.2 for a noise level of 0.4 LSB. The maximum spread of the output digitized values is obtained for an observed baseline at the middle of the code \( (N - 0.5) \), which corresponds to a true baseline at code \( N \).

An evaluation of the analog noise was performed during the FD-II electronics update and the Near Detector commissioning by estimating the RMS of the output digitized signal while varying the baseline position and is presented in Figure 3.5(c). The red and blue dots correspond to
Chapter 3: Calorimetry with Flash-ADC Digitizers

3.5 Evaluation of the Near Detector’s Flash-ADCs

3.5.a Linearity Tests

The digitization limitations discussed previously are intrinsic to the digitization process. Other sources of bias may arise, from the Flash-ADC being not ideal. The linearity of the
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Flash-ADC is the linearity of the voltage-to-ADC function.

The two relevant values characterizing the linearity of an ADC are the Differential Non-Linearity (DNL) which measures the deviation from the ideal size of 1 LSB and the Integral Non-Linearity (INL) which measures the cumulative effect of the DNL. It is the difference between the Flash-ADC and the ideal voltage-to-ADC transfer function. Those parameters determine the real voltage-to-ADC transfer function of the considered Flash-ADC, how an analog voltage input is converted to an ADC code.

The baseline is estimated by averaging the first few samples of the digitized waveform. The relative size of the ADC codes that correspond to the baseline (i.e. the DNL of those codes) will impact the probability of each of those codes being hit, and thus impact the baseline determination. The INL is the overall bias of the digitizer’s output compared to the analog waveform. A high INL can affect the shape and amplitude of the PMT signal, but not the baseline since the bias is constant in time, as long as the Flash-ADC is not power-cycled.

During the Near Detector commissioning, the Flash-ADC’s linearity and working state needed to be asserted before we could install them on-site and begin data taking. An evaluation of the Far Detector’s Flash-ADC was performed as well in [77] during its commissioning. I was charged to provide a test to evaluate the Flash-ADCs and to screen the defective cards.

![Figure 3.6: Schematics of the set-up used to test the linearity of the Flash-ADCs.](image)

In order to measure the DNL of each channel, the set-up described in Figure 3.6 has been used: a 1 V, 12-bit pulse generator outputs a 3 MHz sinusoid signal of amplitude 4.5 V by incremental steps of 244 µV. The signal from the pulse generator is then fed to each of the 8 channels of the 8-bit Flash-ADC card via a FAN OUT. Figure 3.7(a) shows the Flash-ADC digitized waveform (blue), and the input sinusoid from the pulse generator. The trigger was realized internally to the Flash-ADC, asynchronously from the pulse-generator signal.

For each channel, 100 waveforms of 2048 samples were recorded and a histogram of the sampled codes was made. A perfect Flash-ADC would show a hit code distribution following the pdf of a sinusoid. Figure 3.7(b) shows the hit code distribution for a typical Flash-ADC channel (blue), and the fitted sinusoid pdf.

If a code size deviates from 1 LSB, the code’s hit probability will change, and that code’s
value in the hit code distribution will be further away from the fitted pdf. Statistical fluctuations from analog noise are expected to be negligible when averaging over numerous waveforms as the effects of the DNL are constant but not the noise fluctuations. Comparing the number of hits for each code to the pdf of a sinusoid function allows to estimate the DNL per code. The DNL for each tested code is shown in Figure 3.8(a). The INL per channel is computed as the cumulative of all the DNLs of the channel and is shown in Figure 3.8(b).

Each Flash-ADC channel is characterized by computing the standard deviation of the DNL and INL distributions, as shown in Figure 3.9. In our sample of cards, the average DNL is $\sim 4.1 \cdot 10^{-2}$ LSB with a maximum of $6 \cdot 10^{-2}$ LSB and the average INL is $\sim 0.17$ LSB with a maximum of 0.38 LSB. All values obtained are well within the specifications of the manufacturer, where the typical maximum DNL value is 0.16 LSB with limits of $\pm 0.6$ LSB and typical INL value is 0.3 LSB with limits of $\pm 0.9$ LSB [80].

It is most important that the INL stays within the manufacturer’s limits as the INL is the non-linearity between the output code with respect to the corresponding input voltage. Too big an INL would mean an important bias in the waveform amplitude, and thus on the measured charge of the event.

### 3.5.b High Frequency Correlated Noise

Figure 3.10(a) shows the mean waveform, obtained by averaging over 100 sinusoidal waveforms with random trigger phases in dark blue. When doing so, the analog noises average out, as does most of the sinusoid contribution. Unfortunately, the finite number of phases averaged on does not enable to completely cancel the sinusoid. The residual waveform has a very important component of high frequency noise. This noise does not cancel out as the analog noise or
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**Figure 3.8:** Non linearity measurements on a single channel:
- 3.8(a): DNL per code for a single channel.
- 3.8(b): INL evolution per code on the same channel.

**Figure 3.9:** Non linearity measurements of all channels:
- 3.9(a): The typical DNL (i.e. the RMS of the DNL) per channel for all tested cards.
- 3.9(b): The typical INL (i.e. the RMS of the INL) per channel for all tested cards.

the random phased signal since it is not random. Subtracting the residual sinusoid component leaves only the high frequency noise (light blue line in Figure 3.10(a)).
The red and blue line in Figure 3.10(b) correspond to the noise acquired at several weeks of interval. This noise is clearly not random, and shows a repetitive pattern every 16 ns. Moreover, the phase of the noise remains the same. The 16 ns period corresponds to the harmonic of the various clocks in the Flash-ADC card. This high-frequency noise is in fact a cross-talk between all the clocks and the analog input.

The slowest 16 ns oscillation corresponds to the main 62.5 MHz clock, and the faster frequencies are harmonics of the 500 MHz sampling clock.

### 3.5.c Test Results

The method previously used to estimate the linearity in [77] consisted in acquiring constant waveforms for each code. Linearity results with this method were biased by the digitization error, whereas the sinusoid method is not, since the waveform is sampled over many ADC codes, the true sinusoid distribution can be well reconstructed when fitting the full digitized waveform. The DNL measurement used to contain the digitization error and the actual DNL inherent to the Flash-ADC. Thus, the DNL and INL found were twice bigger than the ones I measured.

Most of the tested Flash-ADC complied with the manufacturer’s specifications. The cards with the highest INL were kept as spares in case of a Flash-ADC failure during data taking. One card was rejected, due to an octet inversion in the data propagation within the card, and
could be repaired by our laboratory’s engineer.

The high frequency clock-induced noise does not have an impact on the PE peak in the signal as it gets integrated over many periods, but the baseline estimation has to be done over a multiple of 8 samples.

After testing the Flash-ADC, I went to the Near Hall to take part in the installation of the electronics, I installed the NIM and VME crates for the FEE and the Flash-ADC, as well as the Flash-ADC cards.

3.6 Charge Reconstruction with RecoPulse

As explained in Section 2.8.a, the energy reconstruction in Double Chooz relies heavily on the reconstruction of the charge collected by each PMT for a given trigger. Double Chooz’s ability to reconstruct charge and convert it into a number of PE using the gain calibration drives the final energy resolution.

Calorimetry with PMT can be achieved in different manners:

- Counting the number of hit PMT. In a low luminosity experiment, where an average of less than 1 photon per PMT is expected, the number of hit PMT gives a direct measurement of the energy of the event.

- Integrating the full PMT signal when a trigger is sent to the Flash-ADC.

- Integrating the signal over a reduced time window, corresponding to the time of the signal. This method allows to reduce the non-linearity in charge introduced by electronic noise, by providing a better constraint on the baseline using the no-signal period in a waveform.

The latter is the method widely used in Flash-ADC based experiments. In Double Chooz, this charge reconstruction method is called RecoPulse.

3.6.a Baseline estimation

When storing the waveforms of a trigger, a pre-window of $\approx 50$ ns is stored before the beginning of the first pulse on the first PMT (grey stripped area in Figure 3.11). Every waveform thus has the first 50 ns free of signal, plus an additional time corresponding to the difference of time of flight that the photons have to cover to reach the various PMTs. On an event-by-event basis, the baseline is estimated by averaging the 8 first samples (green rectangle). The number of samples has to be a multiple of 8 because of the high frequency noise with a period of 16 ns induced by the cross-talk of the clocks inside a Flash-ADC (see Section 3.5).

Every second, a fixed rate trigger is sent to the Flash-ADC by the Trigger Master Board (see Section 2.6.c). Given the trigger rates of $\approx 500$ Hz in the FD and $\approx 300$ Hz in the ND, an average of $\approx 10^{-4}$ events are expected during a 256 ns integration window. Therefore, in the vast majority of case, the waveforms of those triggers are empty. The baseline of each channel
Figure 3.11: Charge reconstruction by RecoPulse. When a trigger is sent by the TMB, the waveform is registered with a 50 ns pre-window before the trigger time (grey striped area), providing a signal-free time during which the baseline is estimated over the first 8 time samples (green rectangle). The waveform is scanned by an integration window of 56 samples (blue rectangle) until the maximum integrated charge in the window found. Once the peak in this window is reconstructed, the process is iterated to the un-analysed part of the waveform until the average amplitude in the window is lower than the threshold (red dotted line).

is then estimated by averaging the full waveform, over the 128 samples.

In case the value of the baseline measured from the first 8 samples of a waveform is consistent with the latest fixed rate trigger estimation within 0.5 ADC code, the fixed rate value is kept to estimate the charge in the following procedure. Else, the event-by-event value is used.

As the fixed rate estimation of the baseline is done over the full waveform, its estimation is more precise. However, the event-by-event estimation is very useful as it provides a way to estimate the fluctuation of the mean value and the RMS of the baseline over time, and even allows for a real-time quality check of the waveforms, for which those values should remain within acceptable boundaries.

After a high energy event such as a muon crossing the detector, the PMTs take some time to recover, and the baseline of triggers directly following a muon can be outside of the accepted range, or not flat, leading to a too high RMS of the first 8 samples. The estimation event-by-event of the baseline allows to flag those events as symptomatic.

The estimation of the waveform baseline is intrinsically biased by the Flash-ADC measure-
ment. Since the amplitude of the analog noise is lower than 0.5 LSB, the digitization theorem in Section 3.4 states that the baseline cannot be perfectly reconstructed. The Flash-ADC produces a flooring of the analog value of the waveform, hence the measured baseline is consistently under-estimated with respect to the true analog value.

3.6.6 Pulse Charge Reconstruction

Pulse reconstruction is achieved using a sliding window algorithm. The waveform is scanned by a fixed size window of 56 samples. The first peak is found when the integral of the signal in the window is maximal. Then the process is iterated over the un-analysed signal until the integrated charge in the window is lower than a threshold value $Q_{\text{threshold}}$ with

$$Q_{\text{threshold}} = 5 \sigma_{\text{baseline}} \cdot \sqrt{\text{WS}}$$

(3.3)

where WS is the integration window size in number of samples.

The integrated charges in each time windows are summed to obtain the total charge of the waveform.

As shown in Figure 3.12, because of the constant underestimation of the baseline, the reconstructed charge is misreconstructed by $\Delta Q = \Delta b \times T_{\text{pulse}}$ where $\Delta b$ is the bias between the true baseline (red dashed line) and the reconstructed one (blue dashed line) and $T_{\text{pulse}}$ is the pulse time ($T_{\text{rise}} + T_{\text{fall}}$). The charge non-linearity is the relative bias on the charge $\Delta Q/Q \propto T_{\text{pulse}}/Q$. This bias depends on the shape of the PMT pulse, e.g. for two PE pulses well separated (left), the charge non-linearity will be twice as big as the one in the case where the same two pulses arrive at the same time (right). Moreover, a pulse with a big charge has a smaller charge non-linearity than a pulse with a smaller charge, for roughly the same pulse duration.

![Figure 3.12: RecoPulse non-linearity source: The mismatch of the reconstructed baseline (dashed blue line) and the true baseline (red dashed line) leads to a bias in the charge reconstruction proportional to the bias on the baseline and the duration of the pulse (grey area). This non-linearity depends on the waveform topology, i.e. the time and charge of each PE pulses.](image)

Figure 2.11 shows the evolution of the gain with the charge of the waveform. The increase at low charge corresponds to the charge non-linearity becoming non-negligible at low charge.
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Every time the Flash-ADCs are power-cycled, the reference voltage changes slightly, as does the true baseline position. Thus, the mean charge per PE (gain) and the charge non-linearity changes as well. This effect was presented earlier on in Figure 2.13 where the evolution of the energy prior to gain corrections presented steps correlated in time with Flash-ADC power cycles. The effect is more visible at low energies, with more waveforms at low number of PE, where the ratio $\Delta Q/Q$ is bigger.

3.6.c Pulse Time Reconstruction

A set of times is estimated for each pulse found:

- $T_0$ is the start time at which the integration window starts,
- $T_1$ is the end time of the integration window,
- $T_{\text{start}}$ is the arrival time of the pulse, is computed as a constant fraction of 30% of the peak maximum amplitude,
- $T_{\text{end}}$ is the time corresponding to the signal reaching 20% of its maximal amplitude after the maximum has been achieved,
- $T_{\text{max}}$ is the time at maximum amplitude,
- $T_{\text{rise}}$ is defined as $T_{\text{max}} - T_{\text{start}}$, and $T_{\text{fall}}$ is defined as $T_{\text{end}} - T_{\text{max}}$.

Most of those times are defined from the baseline and as such depend on the knowledge of the baseline. Figure 3.13 shows the modification on $T_{\text{start}}$ and $T_{\text{end}}$ induced by the mis-reconstruction of the baseline. $T_{\text{start}}$ is the least sensitive time as the PMT pulse have a steep rising edge. However, a PE with an amplitude smaller than 30% of the maximum peak amplitude could be ignored here, biasing the actual $T_{\text{start}}$. $T_{\text{max}}$, however, is independent of the baseline but corresponds to the time of the maximum amplitude of the waveform, not necessarily the time of the first PE.

3.7 Charge Reconstruction with RecoZoR

3.7.a From a PMT to RecoZoR

The strength of RecoPulse is that it is shape independent. However the linearity of the charge reconstruction, especially at low number of PEs is limited by the under-sampling of the baseline.

The waveforms are composed of a succession of PEs. The contribution of a single PE has been studied in a dedicated setup at APC described in Figure 3.14.

Waveforms from a PMT set in a black box illuminated by a LED are acquired with a 8-bit, 1 GHz oscilloscope with a sampling frequency of 2.5 GS/s (LeCroy Teledyne HD0 6304). The dynamic range of the oscilloscope is 80 mV, with an LSB of 0.3125 mV, which allows for a perfect digitization of the noise and baseline reconstruction, which is not possible with a Flash-ADC because of the much bigger dynamic range.
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Figure 3.13: Impact of the mis-reconstruction of the baseline on the $T_{\text{start}}$ and $T_{\text{end}}$ reconstruction. Black lines correspond to the time determination with the mis-reconstructed baseline, red lines correspond to the ideal case where the baseline can be reconstructed exactly.

The signal cables used are spares from Double Chooz, with the same length to approach as much as possible the signal distortion of the in situ measurement.

The PMT is powered by a high voltage power supply so as to be operated with a gain of $10^7$. The LED is set to low luminosity and delivers a trigger signal synchronous to the LED flashing. A delay is included in the trigger signal in order to take into account the length of the signal cables and have the PMT pulse synchronous to the trigger within 200 ns to minimize the possibility of accidental dark noise coincidence. Waveforms are stored for every trigger from the LED, and an average of 1.24% of the waveforms are not empty. This rate corresponds to an expectation of $1.24 \cdot 10^{-2}$ PE per waveform, and a probability of $7.7 \cdot 10^{-5}$ to have two or more PE per waveform. Thus, charges measured from those non-empty waveforms correspond almost exclusively to single PE waveforms.

Figure 3.15(a) shows the charge integrated from the acquired waveforms from 50 ns to 100 ns, with the PMT pulse time being 60 ns, as:

$$Q = \int_{50}^{100} \frac{V(t) \, dt}{RG_{\text{FEE}}} e$$

(3.4)

where $V(t)$ is the value of each sample of the waveform, $G_{\text{FEE}}$ is the gain of the FEE, $R$ is the equivalent resistance of the PMT, and $e$ is the elementary charge $1.6 \cdot 10^{-19} \text{C}$. The distribution can be described by two Gaussians and an exponential. The first Gaussian (black dashed line), centred on zero corresponds to the integral of the pedestal, and is simply the integrated fluctuations of analog noise on empty waveforms. The second Gaussian (blue solid line) corresponds to the charge of the PE signal and is centred on the PMT gain. The exponential (green solid line) models the PMT thermal emission, the effect by which an electron gets emitted from one of the dynode and triggers a amplification avalanche.
Figure 3.14: Acquisition of waveforms from a low-intensity LED.

Figure 3.15(b) shows the average 1PE waveform obtained by averaging the waveforms with charge within $\pm 1\sigma$ of the gain measured in Figure 3.15(a). The single PE peak can be described by a Landau function (red line) with a good approximation; the absolute difference between the Landau and the actual waveform does not exceed 1 LSB of Double Chooz’s Flash-ADC and is washed out by the analog noise and the quantization effects.

If a single PE peak can be described as a Landau, then a multiple PE waveform $s(#PE)$ with $#PE$ PE could be described by the sum of multiple Landaus corresponding to each PE present in the waveform:

$$s(1PE) = B - L(q_1, t_1, \sigma_1)$$  \hspace{1cm} (3.5)

$$s(#PE) = B - \sum_{i=1}^{#PE} L(q_i, t_i, \sigma_i)$$  \hspace{1cm} (3.6)

where $#PE$ is the integer number of PE in the waveform, by opposition to $N_{PE}$ which is a real number derived from the integrated charge of the waveform in RecoPulse, $B$ is the baseline, $q_i$, $t_i$, and $\sigma_i$ correspond to respectively the charge, time of maximum amplitude, and rise-time of each PE $i$. The waveform can thus be fully described by a set of parameters of baseline, charge and time for each PE : $s(B, \vec{q}, \vec{t}, \vec{\sigma})$. The rise time $\sigma$ of a PE pulse depends on the geometry of the dynodes, and can vary from one PMT to another, however, it was found to be stable for a given PMT and can therefore be fixed when fitting the waveform. Hence, the function is $s(B, \vec{q}, \vec{t})$. 
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Figure 3.15: 3.15(a): Integrated charge distribution, in units of the elementary charge $e = 1.6 \cdot 10^{-19}C$. The peak centered in zero corresponds to the pedestal, the integrated noise over the waveform. The exponential models dynode thermal electron emission. The second peak corresponds to the PE charges. The PMT is operated at a gain of $(9.39 \pm 0.26) \cdot 10^6$.

3.15(b): Mean 1PE waveform obtained by averaging waveforms acquired with a 8-bit, 1 GHz, 2.5 GS/s oscilloscope, with an illumination of $1.24 \cdot 10^{-2}$ PE per waveform. Averaged waveform must have a charge within $\pm 1\sigma$ of the gain measured in 3.15(a)

Fitting the waveform with this description adds new information in the waveform reconstruction: the knowledge of the shape. The fit results include the baseline determination, the number of PE, the individual charge and hit time of each PE. In addition, the baseline is estimated over the full waveform, including the PE peaks, which are well digitized. The resolution of the waveform on an event-by-event basis is thus expected to be greatly improved compared to RecoPulse.

This reconstruction method is doing the opposite of Double Chooz’s Read Out System Simulation (ROSS) that start with the information of each PE and simulates the behaviour of the PMT and the full acquisition chain to get the simulated digitized waveform. Thus, the reconstruction has been named RecoZoR (ROSS $\Rightarrow$ SSOR $\Rightarrow$ ZOR).

3.7.b Flash-ADC Measurement Error

In order to fit properly the waveform, attention must be paid to the errors attached to each sample. Fitting with no error would lead to an impossibility to estimate the goodness of the results. A priori, the measurement from the Flash-ADC is absolute and no error is associated to that. However, the Flash-ADC, by construction, returns an integer value, realizing a flooring of the actual analog value. When the Flash-ADC returns an ADC code $N$, the true analog value of the waveform has a uniform probability of being anywhere within the codes $[N, N + 1]$.

Figure 3.16(a) shows the pdf of the true signal position for which the Flash-ADC output is a given ADC code (here 209) for various analog noise values and assuming a perfect Flash-ADC with no DNL (i.e. a code size of exactly 1 LSB). For a noiseless signal, the probability is uniform within the code, no a priori position can be postulated. As the noise level increases, signal with true average value outside of the code can fluctuate inside because of the noise.
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Figure 3.16: 3.16(a): Probability for a true baseline at X that the Flash-ADC returns the code 209 for various analog noise levels. For a noiseless signal, the probability to get a given code N is the same for any baseline between N and N+1 and is zero outside (red dashed line). As a Gaussian noise is introduced, a probability for the signal to fluctuate into a lower or higher code appears.

3.16(b): From the previous pdf we can define the error as the values for which the pdf reaches half of its maximum. The red and blue line respectively show the higher and lower boundaries of the error as a function of the noise level. The green line shows the RMS of the pdf.

Inversely, signal with true average value inside the code can fluctuate outside. The pdf is a convolution of the gate function of the Flash-ADC and the Gaussian distribution of the noise as described in Equation 3.7. With increasing noise levels, the pdf becomes closer to a Gaussian.

\[
\text{gate}(\text{LSB}) \otimes \text{gaus}(0, \sigma_e) = \int_0^{\text{LSB}} \frac{1}{\sigma_e \sqrt{2\pi}} e^{-\frac{(t-x)^2}{2\sigma_e^2}} \, dt
\]  

\[ (3.7) \]

We already saw this behaviour in the baseline determination on Section 3.4, and it needs to be taken into account when fitting the waveform, as the signal that was digitized at a code N is not necessarily at the true value of N, and does not have symmetrical probability to be higher or lower than N (i.e. error bars should not be centred on N and symmetrical).

A better error description could be to take the limits of the pdf at half maximum to define \( \sigma_{FADC}^+ \) and \( \sigma_{FADC}^- \). Those values would be respectively \(-0\) and \(+1\) at low noise level, where the pdf can still be described mostly by a gate function. As the gain increases however, so must the error bars. This behaviour is illustrated in Figure 3.16(b), where \( \sigma_{FADC}^+ \) and \( \sigma_{FADC}^- \) are respectively the red and blue lines.

Another possibility is to remark that the pdf is symmetrical, with a mean value of \( N + 0.5 \). The full waveform could be shifted by 0.5 ADC and be attributed symmetrical error bars of the RMS of the pdf. The evolution of the RMS of the Flash-ADC output is represented Figure 3.16(b) as the green line. At low noise level, the RMS tends to \( 1/\sqrt{12} \) as the pdf tends to a
gate function of width 1 LSB.

\[ \chi^2 / \text{ndf} = 424.5 / 124 \]
\[ \text{baseline} = 209.5 \pm 0.02958 \]
\[ Q_{\text{Reco}} = 294.6 \pm 0.036 \]
\[ t_{\text{Reco}} = 59.9 \pm 0.3542 \]
\[ \sigma_{\text{Reco}} = 2.611 \pm 0.1085 \]

\[ \chi^2 / \text{ndf} = 86.46 / 124 \]
\[ \text{baseline} = 210.1 \pm 0.0356 \]
\[ Q_{\text{Reco}} = 234.6 \pm 0.1237 \]
\[ t_{\text{Reco}} = 60.1 \pm 0.2957 \]
\[ \sigma_{\text{Reco}} = 2.28 \pm 0.1471 \]

\[ \chi^2 / \text{ndf} = 150.8 / 124 \]
\[ \text{baseline} = 210.0 \pm 0.04922 \]
\[ Q_{\text{Reco}} = 248.2 \pm 1.151 \]
\[ t_{\text{Reco}} = 59.92 \pm 0.3542 \]
\[ \sigma_{\text{Reco}} = 2.533 \pm 0.1391 \]

**Figure 3.17**: Simulated single PE waveform with an analog noise of 0.37 LSB and a charge of 150 DUQ.

- **3.17(a)**: Symmetrical error of $1/\sqrt{12}$ LSB on the digitized output to account for the Flash-ADC flooring.
- **3.17(b)**: Asymmetrical error of $+1.1 - 0.1$ LSB on the digitized output.
- **3.17(c)**: Symmetrical error of 0.49 LSB (RMS of the pdf for a noise level of 0.37 LSB) on the digitized output shifted by 0.5 LSB.

Each waveform is fitted with a single PE function.

Figure 3.17 shows a simulated single PE waveform with an analog noise of 0.37 LSB, to be in the noise configuration of PD-II and ND, and a charge $Q_{th} = 250$ DUQ. The errors associated to the Flash-ADC measurement have been treated in three different ways, applied on the same waveform:

- **3.17(a)**: Symmetrical error of $1/\sqrt{12}$ LSB on the output value of the Flash-ADC, to account for the flooring of the Flash-ADC only,

- **3.17(b)**: Asymmetrical error of $+1.1 - 0.1$ LSB on the output value of the Flash-ADC,
• 3.17(c): Symmetrical error of 0.49 LSB on the output value of the Flash-ADC shifted by 0.5 LSB to account for the position of maximum probability.

Each configuration is fitted with a single PE function \( s(1PE) \) as defined in Equation 3.5. The \( \chi^2/NDF \) is greater in the symmetrical, \( 1/\sqrt{12} \) LSB error, description than in the shifted, 0.49 LSB error, description as the errors are under-estimated in the first description because of the noiseless hypothesis. On the contrary, the \( \chi^2/NDF \) is too low in the asymmetrical description because the errors are overestimated. Moreover, the fit expects a Gaussian error definition, which is not the case here, thus this error definition is not suitable.

![Graph](a)

*Figure 3.18: 3.18(a): Non-linearity of reconstruction on the 1000 single PE waveforms for each of the three error handling methods as previously described. 3.18(b): Baseline bias in the reconstruction of waveforms for each of the error handling methods.*

Figure 3.18(a) shows the evolution of the non-linearity with the charge of a single pulse for each of the three error handling configurations. Although the charge of a single PE cannot go up to 600 DUQ in Double Chooz, it is probable enough that multiple PE could arrive in a very short time interval, as shown in Section 3.7.d, which would give a similar behaviour. The linearity of the two symmetrical error configurations evolve identically at high charge, but the error description using the RMS of the pdf and shifted values is more linear at low charge. The linearity of the asymmetrical errors is worse, however, than the symmetrical case at high charge.

Figure 3.18(b) shows the evolution of the baseline with the charge. Here again, the symmetrical description shows a more constant behaviour than the asymmetrical one. The configuration with shifted value gives a baseline close to the true value, which is a direct consequence of the 0.5 LSB shift.

From now on, the error description will be symmetrical, using the RMS of the pdf on figure 3.16(a) and the digitized waveform values will be shifted by 0.5 LSB. The linearity and baseline consistency are not impacted by the shift, but the reconstructed baseline is closer to its true value.
3.7.c Description of the Algorithm

Figure 3.19 presents an organization diagram of RecoZoR: An event in Double Chooz is a collection of waveform, each waveform is treated separately by the algorithm. The goal is to break down the waveform into a series of PE, each characterized by a time and a charge. The output of RecoZoR consists in a total number of PE ($\#PE$), with the time and charge for each, but also the total charge of the waveform, defined as the integral of the function $s(\#PE)$ and the time of the first PE. The integrated charge allows to reconstruct a continuous PE estimator similar to the PE reconstruction by RecoPulse called $N_{PE}$.

The waveform is shifted by 0.5 LSB and is being attributed an error of $\sigma_{FADC} = 0.42$ LSB if in the FD-I configuration, corresponding to a 0.3 LSB analog noise level, and $\sigma_{FADC} = 0.49$ LSB if in the FD-II or ND configuration, corresponding to a 0.37 LSB analog noise level.

First, a peak finding method is applied to the waveform to determine how many peaks are present, i.e. to give the minimal number of PE needed to describe the waveform. Indeed, there can be more than one PE per peak, but no less than one. Each peak is treated as a PE (let’s call them PE*). They form the first, rough, collection of PE.

At this point, the algorithm enters a loop which performs three operations:

- fit the waveform with the current list of PE
• evaluate the sanity of the fit result, i.e. are the found PE consistent with the gain of the PMT, and is the waveform described properly by the PE list?

• if necessary, modify the PE list by adding or subtracting PEs.

when no more PE are out of range, or a maximum number of iteration is reached, the loop is exited and the list of PE and waveform-wise reconstructed variables are written as output of the reconstruction.

Peak Finding could be achieved with the same method as RecoPulse’s sliding window, with a threshold on the integrated charge on a given window. However, having a threshold would imply missing pulses with lower charges, and thus an inefficiency at low energy.

To address this issue, we use the derivative of the waveform. Indeed, the derivative holds the information on the shape of the pulses. random fluctuation from the noise do not exceed ±0.5 LSB/ns as they are fluctuations of only one ADC for one sample. The PE pulse however, have a very steep rising edge, and thus their derivative neatly contrasts, even more so when multiple PE pile up in a short time period. A threshold in the derivative space translate in a shape discrimination between the pulse and the noise fluctuation, rather than a charge criterion. More over, when multiple PE pile up, there is a higher probability that the derivative will go back to zero, marking more clearly different pluses than the waveform itself.

The threshold on the derivative is set to be −0.9 LSB/ns and allows to detect peaks that vary by more than 2 ADC codes in one sample.

When two PE are close enough, the derivative can remain negative between two peaks and not go back to zero. To address this behaviour, the threshold is risen by increments of −0.9 LSB/ns until no peak is found as materialized in Figure 3.20(b), where the threshold evolves from the red line to the green line. The number of peak corresponds to the maximum number found when rising the threshold.

![Figure 3.20](a): Simulated 3PE waveform Fitted s(3PE) function. 3.20(b): Derivative of the simulated waveform, two peaks are easily identifiable. Allowing the threshold to evolve from the red line to the green line allows to find three peaks, providing a better starting point for RecoZoR.

Figure 3.20(a) shows a simulated waveform with RecoZoR reconstructed shape and Figure
3.20(b) its derivative. Three PE are present in the waveform, with only two pulses. A simple threshold on the waveform would only have found two peaks as would a fixed threshold on the derivative have. Allowing the threshold to be risen allows to find three peaks, thus giving a better starting point for the rest of the reconstruction.

The output of this step consists in a list of pulses defined by their integrated charge, and the start and stop time of each pulse. Those parameters are used to initialize the function used in the first iteration of the fitting loop.

**Fitting the waveform** is performed using the Minuit minimization package and a $\chi^2$ minimization method. The parameters are allowed to vary within their authorized range with a flat prior.

The charge of each is allowed to vary between $0.1 \cdot G$ and $1.9 \cdot G$ where $G$ is the gain of the PMT (in DUQ/PE).

The time of the maximum amplitude of each PE is allowed to vary between the start and stop times of the pulse found in the first step in the first iteration of the loop, and within $\pm 2\sigma$ for the other iterations.

The rise time $\tau$ is fixed a priori for each PMT. When reconstructing ROSS generated waveforms, $\sigma$ is fixed to 2.5 ns as it is the value used in the simulation.

**Status Evaluation** is achieved with two methods. First, if the charge of a PE($q_0, t_0$) is at the limit of $1.9 \cdot G$, the PE is divided in two, the two new PEs are set to PE($q_0/2, t_0 - 2\text{ ns}$) and PE($q_0/2, t_0 + 2\text{ ns}$). Else, if the charge of a PE is at the lower limit of $0.1 \cdot G$, the PE is removed for the next iteration.

Second, the residual of the waveform with respect to the fitted function (once the previous modifications have been realised) is obtained. If the value of the residual is lower than a threshold of $2\sigma_{F\text{ADC}}$, or the value residual is lower than $\sigma_{F\text{ADC}}$ for more than 2 consecutive samples, a PE is added at this position with a default charge of $0.2 \cdot G$.

**The Time and Charge pdf** can also be used to determine the likelihood of the reconstruction. The time pdf, shown in Figure 3.21(a), corresponds to the scintillation response of Double Chooz’s liquid scintillator and can be modelled to first order by the convolution of a Gaussian and the sum of three exponentials [81]. In addition to this scintillation behaviour, pre- and late-pulses are added. Pre-pulses correspond to photons that cross the photocathode without producing PE but hit the first dynode, producing a primary PE from the cathode, and effectively missing an amplification stage. These PE usually have a smaller charge and are not triggered on. The late-pulses correspond to an ion being knocked out of the photocathode as well as a PE. The ion then slowly drifts back to the photocathode and may knock an electron from the photocathode, producing a later PE pulse.

The charge pdf, shown in Figure 3.21(b) for FD-I and ND configurations of ROSS, corresponds to the charge fluctuation of a single PE and have been extensively studied in [75, 76] and discussed in Section 3.7.a, Figure 3.15(a). Here only the 1PE peak is simulated, the pedestal is not shown as it corresponds to no PE in the waveform. For each waveform, the number of generated PE is chosen randomly to follow the Poisson distribution centred on the true expected number of PE for the energy of the generated event from MC simulations.
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Figure 3.21: 3.21(a): Time pdf of PE. To the exponential behaviour from the scintillator are added features such as pre-pulses (before 50 ns) and late-pulses (around 135 ns).
3.21(b): Charge pdf of PE for each detector configurations. Here only the 1PE peak is simulated, the pedestal is not shown as it corresponds to no PE in the waveform. PMT are operated at the same gain of \( \sim 240 \text{DUQ/PE} \) in FD-II and ND and at a gain of \( 88 \text{DUQ/PE} \) in FD-I.

Unfortunately, due to time constraints, the use of the pdfs has not been implemented in the algorithm.

Output The output of RecoZoR for each waveform consists in the value of the baseline, an ordered list of PE with their hit time, charge and rise time, as well as the summed charge of all the PEs in the waveform, the number of PE used to fit (\#PE), the charge-estimated number of PE (\( N_{\text{PE}} \)), and a likelihood value, computed from the time and charge pdf.

3.7.d Reconstruction of Simulated Events

RecoZoR has been developed and evaluated on MC simulated events. Attention was especially paid to charge linearity as it is directly comparable to RecoPulse without having to worry about the definition of linearised PE described in Section 2.8.a.

Figure 3.22(a) shows a 8 PE waveform reconstructed by RecoZoR. The blue line corresponds to the true, noiseless, waveform and the red line corresponds to the reconstructed waveform. RecoZoR misses the first PE at 107 ns because it has a very low charge. However, several virtual PE are reconstructed with the same time and charge, and RecoZoR reconstructs the correct number of PE. Moreover, the reconstructed charge agrees with the true charge within 0.5%.
Figure 3.22(b) shows a 4 PE waveform reconstructed by RecoZoR. The thin red line corresponds to the true, noiseless waveform, and the thick line corresponds to the reconstructed waveform. Here the number of PE is consistent as well with the true number, and the reconstructed charge agrees with the true charge within 2%.
Figure 3.22(c) shows another way to display the information on the same waveform as Figure 3.22(b), that allow to check the consistency of the reconstructed PEs. The horizontal axis represents the time at which the PEs are reconstructed, and the vertical axis represents the charge of each PE. Red dots are the true PEs and blue dots are the reconstructed PEs. Time and
charge informations are projected on the sides of the graph. The projected charge information is compared to the charge pdf for a single PE (black line).

![Graph](image.png)

**Figure 3.22:** 3.22(a): Reconstructed 8 PE waveform. The blue line shows the true analog, noiseless, waveform before digitization, points are the digitized waveform, and the red line shows the reconstructed waveform from RecoZoR.
3.22(b): Reconstructed 4PE waveform. Here the thin red line corresponds to the true analog, noiseless, waveform, and the thick red line the reconstructed RecoZoR output.
3.22(c): Another way of comparing the true waveform and the reconstructed one is to look at the time and charge distribution of the reconstructed PEs. Here the time is displayed on the horizontal axis, and charge on the vertical axis. The red points correspond to simulated PEs, and the blue ones correspond to the reconstructed ones. The 2D plot is projected on each axis, and the charge distribution is compared to the expected pdf.

**Baseline Reconstruction** Figure 3.23 shows the difference between the reconstructed and the true baseline. Baselines reconstructed by RecoPulse (green quantized histogram) are here
reconstructed by averaging the first eight samples, on an event-by-event basis as described in Section 3.6.a. They are shifted in average by 0.5 as expected from digitization flooring effects. The resolution on the baseline from RecoPulse does not depend on the number of PE as they are estimated on a fixed number of samples, with no signal at this point.

Baselines reconstructed by RecoZoR are estimated over the full fitted waveform and the resolution depends on the number of PE. Contributions of various PE number (0,1,2 and 3) are shown in separate histograms (respectively in black, red, green and blue). The integrated effect from 0 to 10 PE is shown in the pink histogram. Each of RecoZoR histogram is closer to the true baseline than RecoPulse’s estimation, as a result of the 0.5 LSB shift applied to the full waveform. Furthermore, the RMS of RecoZoR-reconstructed waveforms is significantly better than RecoPulse-reconstructed baselines.

Table 3.1 shows the number of samples on which RecoPulse should evaluate the baseline in order to get the same resolution as RecoZoR.
For empty waveform (0PE), RecoZoR performs a fit by a constant function, that is equivalent to averaging the full waveform. This is equivalent to the baseline reconstruction by RecoPulse on fixed rate triggers, every second. Thus RecoZoR is equivalent to RecoPulse with 128 samples, but this can be done on every empty waveform.
Waveforms with 1 or 2 PE add a new information to the fit: the PE shape, and especially, the “ground level” of the PE. As a consequence, the waveform is reconstructed more accurately (equivalent to RecoPulse on more samples). This information degrades as the number of PE increases since the charge of each PE is able to vary and PE piling up may mimic a different
'ground level'. However, the equivalent number of PE remains well above the eight samples used by RecoPulse, hence providing, on an event-by-event basis, a much better, and more consistent, estimation of the baseline.

Table 3.1: Number of samples on which the baseline must be averaged to obtain the same performance as RecoZoR.

<table>
<thead>
<tr>
<th>#PE</th>
<th>RecoZoR baseline RMS</th>
<th>N_samples</th>
<th>RecoPulse equivalent</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.061</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.053</td>
<td>169.56</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.059</td>
<td>136.83</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.066</td>
<td>109.34</td>
<td></td>
</tr>
<tr>
<td>0→10</td>
<td>0.069</td>
<td>100.04</td>
<td></td>
</tr>
</tbody>
</table>

Charge Linearity with RecoZoR Charge non-linearity is estimated as the deviation from zero of the average of the residual charge between the reconstructed charge and the true simulated charge:

\[
\frac{(Q_{\text{Reco}} - Q_{\text{th}})}{Q_{\text{th}}}
\]

Figure 3.24 shows the evolution of the linearity with the charge of the waveform for RecoPulse (left) and RecoZoR (right). RecoPulse misses a constant fraction of the charge (∼10%) at high charge. However, this constant fraction can easily be calibrated out. However, RecoPulse’s non-linearity increases at low charge, up to 20% in amplitude from the high charge behaviour.

RecoZoR on the other hand shows a very stable linearity, below the percent level, over the full range of charges. RecoZoR is also more consistent than RecoPulse, as the RMS of the linearity is of the order of 12% for RecoPulse, and 3% for RecoZoR.

Reconstruction of the Number of PE RecoZoR being very linear, the estimation of the number of PE \( N_{PE} \) in a waveform can be achieved by simply dividing the obtained charge by the PMT gain. The linearity of such a reconstruction will be the same as the charge, since it only consists in dividing by a constant value. The estimation of \( N_{PE} \) for RecoPulse however is more complex, due to its non-linearity at low charge. The reconstruction of \( N_{PE} \) is described in Section 2.8.a and relies on a non-constant gain function.

Another estimator on the number of PE in RecoZoR is the actual number of PE contribution fitted on the waveform \#PE, i.e. the number of Landau functions used to describe the waveform. Figure 3.25(a) shows the evolution of the residual number of PE defined in Equation 3.9 with the true number of PE present in the waveform.

\[
\frac{\#P_{\text{PE},RZ}}{\#P_{\text{PE},th}}
\]

(3.9)
Figure 3.24: Charge linearity comparison between RecoPulse and RecoZoR:

3.24(a) and 3.24(b): Evolution of the charge residual between the reconstructed charge and the true simulated charge of the baseline: \( \frac{Q_{\text{Reco}} - Q_{\text{th}}}{Q_{\text{th}}} \) vs \( Q_{\text{th}} \) for RecoPulse (a) and RecoZoR (b).
3.24(c) and 3.24(d): Above distribution zoomed in on the 0 \( \rightarrow \) 4 PE region for RecoPulse (c) and RecoZoR (d).

The values line-up on a family of \( N/x \) functions where \( N \) is number of additional, or missing, PE used to fit the waveform. Red points represents the mean value for each number of \#PE\textsubscript{th}. In average, up to 7 PE, a mistake of less than one PE is made.

Several effects can lead to a mis-reconstructed number of PE. Due to the time pdf of the light emission by the scintillator, presented in Figure 3.21(a), being very peaked at the beginning of the pulse, there is a high probability of multiple PE piling-up at the beginning of the pulse. When PEs pile up, it becomes more difficult to separate them, and it is possible to only reconstruct one bigger PE, or multiple smaller PEs. As a result of the fitting process, it would be advantageous to fit a high number of small PE, thus describing perfectly the waveform. Abnormally large noise fluctuations can be mis-understood as an additional, low charge, virtual PE. This is especially possible at the falling tail of a pulse, when the signal is slowly crossing the ADC code thresholds.
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Figure 3.25: 3.25(a): Evolution of the residual number of PE reconstructed by RecoZoR with the true number of PE present within the waveform. 3.25(b): Charge per reconstructed PE (black histogram) compared to the charge per simulated PE (red histogram).

These effects are visible when comparing the distribution of charge per PE for the simulated PE and the reconstructed ones on Figure 3.25(b). The PE resulting of a fusion of two smaller ones will inflate the high-charge part of the distribution, and the one that results from an artificial creation of PE will inflate the lower-charge part of the distribution.

**Time Resolution**  
RecoPulse start time is dependent on the baseline determination, and can be biased by low charge PE with an amplitude lower than 30% of the maximal amplitude of the peak. RecoZoR start time however, is the time of the first reconstructed PE. It can be biased by the creation of virtual PE before the actual time of the pulse, or missing the first PE. The division of a high-charge PE into two low-charge PE is transparent to the start time since the two PE will have the same time, as is the case for the fusion of two small PE. Missing the first PE of the pulse, given the peaked pdf increasing the PE pile-up at the beginning of the pulse is very unlikely. Thus only PE added by noise fluctuation before the pulse can bias the start time.

Figure 3.26(a) shows the difference between the reconstructed $T_{start}$ and the true hit time for RecoPulse (black line) and RecoZoR (blue line). The RecoZoR distribution shows much less spread than the RecoPulse one. The central value is fitted with three Gaussians as detailed in Figure 3.26(b), the blue Gaussian represents well reconstructed PEs. The pink Gaussian represents mis-reconstructed virtual PEs from noise fluctuation. Finally, the green Gaussian represents two close PEs reconstructed as only one, which can have the effect of slightly shifting the reconstructed time to a higher value.

Time accuracy depends on the time difference between PEs. The time resolution of the reconstruction, i.e. how close two PEs can be and still be separated, can be studied by plotting the number of reconstructed PE from 2 PE-waveforms for various time separations between the two PEs $\Delta TPE_{1-2}$, as shown in Figure 3.27(a). The number of reconstructed PEs should be 1
Figure 3.26: 3.26(a): Difference between the $T_{\text{start}}$ reconstructed and the true hit time for RecoPules (black) and RecoZoR (blue). The $T_{\text{start}}$ from RecoZoR shows a lot less dispersion than that of RecoPulse.

3.26(b): The central region is fitted by three Gaussians, for the well reconstructed PE and each of the two major mis-reconstruction sources.

Figure 3.27: 3.27(a): Number of reconstructed PE for a 2 PE-waveform as a function of the time difference between the two PEs.

3.27(b): Number of 2 PE-waveform reconstructed as one PE versus the time difference between the two PEs. The reconstruction time resolution is $2.43 \pm 0.17\text{ns}$ and was estimated fitting the histogram with an Error Function.

3.27(c): Charge per PE distribution for simulated waveforms (red line) and RecoZoR reconstructed (blue line).

when the time difference is below the resolution. Figure 3.27(b) shows the number of waveforms reconstructed as 1 PE as a function of $\Delta TPE_{1\rightarrow2}$. The resolution of $2.43 \pm 0.17\text{ns}$ is defined as the mean of the Error Function used to fit the histogram.

Figure 3.27(c) shows the charge per PE distribution for RecoZoR (blue line) and the true distribution (red line) for two PE waveforms with $\Delta TPE_{1\rightarrow2} > 5\text{ ns}$. In this case, the two distributions agree perfectly, confirming the previous hypothesis that the discrepancies between the two distributions came from mis-behaviour due to PE pile up.
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Time Window Integration  As seen in Figure 3.21(a), PEs have a non-negligible probability of arriving at the end of the waveform. Integrating the waveform, as is the case in RecoPulse, thus leads to possible inefficiency. Figure 3.28(a) presents the cases of a fully contained PE (in green) that does not suffer from no additional non-linearity, an invisible PE (in red) arriving outside the waveform and therefore that is not reconstructed at all, and a transient PE, only partially contained and that leads to non-linearity.

Figure 3.28(b) shows the evolution of the non-linearity versus the hit time of the PE for RecoPulse. As the PE arrives closer to the end of the waveform, the integrated charge represents a lower fraction of the true charge. Thus, the amplitude of the non-linearity increases at high PE time.

Figure 3.28(c) shows the evolution of the non-linearity for RecoZoR. The non-linearity re-
mains stable whatever the position of the PE since as long as the PE can be fitted, its complete charge is known.

3.8 Conclusion

We have discussed in length the sources of non linearity in RecoPulse’s calorimetry. These sources are well understood by Double Chooz’s collaboration and are taken into account in the energy reconstruction.

We presented RecoZoR, a new method of calibration, currently under development, that already seems very promising as a complement to RecoPulse.

RecoZoR has shown a more linear response in charge reconstruction, either at low charge and high PMT hit time, compared to RecoPulse. Moreover, RecoZoR charge linearity is much less dependent from the baseline true position than RecoPulse.

The reconstruction of the number of PEs from RecoZoR still requires work, however, the charge and time reconstructions already give RecoZoR all features of RecoPulse, with the same output capabilities, but without any of its non-linearities.

Proof of feasibility for RecoZoR was first introduced by Guillaume Pronost as part of his thesis [73]; I took over the development of his work and went back to the basics to make sure each effect observed was understood and quantifiable for performance evaluation.

Due to time constraints, I could not implement RecoZoR in the framework of Double Chooz, however, numerous improvements are expected from this new reconstruction:

**Energy Definition Stability** Every time the electronics is power-cycled, the baseline position is changed, leading to a modification of the charge per PE definition which translates in the steps observed in Figure 2.13. A better baseline reconstruction, and a charge-independent PE definition will allow to reduce, if not cancel, the impact of this behaviour of the Flash-ADCs.

**Energy Resolution** Cancelling RecoPulse’s energy non-linearity at low number of PE is expected to improve the energy resolution, especially at low energies. This would translate in a reduction of the n-H capture peak width.

**Start Time Resolution** RecoZoR provides a start time that is independent of a threshold, thus the time of the first PE is known with a great precision, and does not lose the first PE however small with respect to the heavier peak in the Waveform.

**Spatial Resolution** RecoBAMA relies on the hit time and charge seen by each PMT to reconstruct the interaction time and position within the detector. As RecoZoR improves the time and charge resolution, it is reasonable to expect an improvement in the vertex reconstruction as well.
Chapter 4

$\theta_{13}$ Measurement

The Double Chooz collaboration released $\sin^2(2\theta_{13})$ measurements based on different candidate selections and analysis methods. These analyses are described briefly in Chapter 2. In this chapter, the selection of IBD candidates and the $\sin^2(2\theta_{13})$ analyses are described. I will focus on DC-III and DC-IV measurements, describing analyses based on the candidates with neutron captures on Gadolinium (n-Gd), Hydrogen (n-H), and both captures together (Gd++) as shown in Figure 4.1. The n-Gd analysis has been presented at the Moriond 2016 conference [58].

![Figure 4.1](image)

*Figure 4.1:* Delayed energy of events in the Near Detector. The green rectangle limits the n-H energy range, the blue rectangle limits the n-Gd energy range. The Gd++ analysis includes all neutron captures (red rectangle).

Background reduction is a fundamental part of $\bar{\nu}_e$ analyses. Neutrino detectors are often located deep underground to limit the impact of atmospheric muon contamination, as well as other muon-induced backgrounds.

Natural radioactivity is also a major source of background. During the building of the detec-
tors, efforts were made to minimize the contamination of the volumes, to make Double Chooz as much of a low background experiment as possible, by selecting low radioactivity materials and imposing a ISO 6 clean room standard in the entire lab during the assembly (fewer than $10^6$ particles of 0.1 µm per m$^{-3}$).

4.1 Candidate Selection

The selection of IBD candidates for the neutrino analyses is done through the coincidence in time and space of two valid triggers corresponding to a possible positron (prompt trigger) and subsequent neutron capture on Gd or H (delayed trigger). Most of the uncorrelated background can be rejected at the single trigger level by the definition of a valid trigger.

To be considered valid, a trigger must not be a muon, or a muon-correlated, a Light Noise (PMT-induced light), or a fixed rate trigger (automatic 1 Hz trigger to compute the detector live-time and the waveform baselines), and its Inner Detector energy must be within [0.4, 100] MeV.

**Muon veto:** A trigger is considered as a muon trigger when one of these three conditions is verified:

- The total charge in the Inner Veto, summed over all the IV-PMT is $Q_{IV} > 50 \cdot 10^3$ DUQ in the Far Detector, and $Q_{IV} > 30 \cdot 10^3$ DUQ in the Near Detector.
- The number of IV-PMT groups hit is higher than 10 over the 18 groups, meaning that more than 50% of the IV-PMT are hit.
- The energy in the Inner Detector is $E_{ID} > 100$ MeV.

When muons cross the detector, they produce cosmogenic isotopes and fast neutron showers. A muon veto time of 500 µs is applied after a muon trigger.

**Light Noise veto:** Finally, a condition has been included to reject Light Noise. This background is produced by ID-PMTs sporadically emitting flashes of light from their epoxy bases [82]. The rate of Light Noise increased since the Far Detector first started data taking in 2011 from ~ 30 Hz to nearly 400 Hz in 2016. Light is emitted at the base of a single PMT, and therefore other PMTs see much less light than the one hit, and much later. A contrario, an IBD-like trigger happens in the Target or the γ-catcher, in a more central volume of the detector, with an isotropic light propagation. Thus, all PMTs are hit at approximately the same time, with a short time of flight delay. The RMS of the charge distribution and the hit-time of each PMT in a trigger provides a means to discriminate between Light Noise and IBD events, as well as the ratio $Q_{\text{max}}/Q_{\text{tot}}$ of the maximum charge collected by a PMT over the total charge collected in the Inner Detector.
Another variable has been constructed in order to reduce Light Noise. The PMT with highest charge collection $Q_{\text{max}}$ is found, and the PMTs in a 1 m sphere radius centred on that PMT are selected to compute the variable $Q_{\text{diff}}$:

$$Q_{\text{diff}} = \frac{1}{N} \sum_{i} \frac{(Q_{\text{max}} - q_i)^2}{q_i}$$  \hspace{1cm} (4.1)\]

The signal difference between the PMT with maximum charge and its neighbours should lead to a low $Q_{\text{diff}}$ in the case of a physical event in the Inner Detector, whereas it is expected to be large in the case of a Light Noise trigger.

Light Noise rejection is achieved with the following conditions:

- $\text{RMS}_{T_{\text{start}}} < 36 \text{ ns}$ or $\text{RMS}_{Q} < 1680 - 28 \times \text{RMS}_{T_{\text{start}}}$
- $Q_{\text{max}} / Q_{\text{tot}} < 0.20$
- $Q_{\text{diff}} < 100000$

Figure 4.2(a) and 4.2(b) show the $\text{RMS}_{Q}$ vs $\text{RMS}_{T}$ distribution in the Far Detector and the Near Detector respectively. In both cases, the cut of the Far Detector are materialized by the black line, any event on the right side of this line is rejected. In order to avoid as much as possible any Light Noise contamination in the Near Detector, the bases of the PMTs have been covered with black plastic. The absence of a strong contamination of Light Noise in the Near Detector is noticeable by the disappearance of the right-hand lobe of the distribution.

Figures 4.2(c) and 4.2(d) respectively show the energy spectrum and rate of events before and after the application of the Light Noise cuts for the Far Detector. Physical features appear in the energy spectrum after application of the cuts, especially the $^{208}\text{Tl}$ peak at 2.6 MeV and the n-Gd capture peak at 8 MeV. The event rate is very stable after application of the cuts, whereas the Light Noise rate is consistently increasing with time.

Any trigger that does not verify one of the three conditions mentioned above is rejected. At this point valid triggers form what is called the "Single triggers selection": they are not yet paired in prompt/delayed candidates.

Among the valid triggers, additional selection criteria are applied that depend on the studied sample (neutron capture on H, Gd, or the so-called Gd++ sample where all neutron captures are used). Those criteria are an additional Muon veto time ($\Delta T_{\mu}$), an energy range for prompt and delayed candidates, a time and space correlation between the prompt and the delay ($\Delta R, \Delta T$) and two isolation time windows $\Delta T_{\text{before}}$ and $\Delta T_{\text{after}}$ as summarized in Table 4.1.

There can be no valid trigger in the prompt isolation window $[-\Delta T_{\text{before}}, 0 \mu s]$ before a prompt candidate, and only one delayed candidate in the delayed isolation window $[0.5 \mu s, \Delta T_{\text{after}}]$ after the prompt candidate as illustrated in Figure 4.3. The isolation criterion $\Delta T_{\text{before}}$ is meant to ensure that a prompt trigger does not directly follow another potential candidate, and thus cannot be a delayed trigger misidentified as a prompt. $\Delta T_{\text{after}}$ on the other hand, helps to reduce high multiplicity events, that cannot be IBD since IBD events only have two triggers.
Figure 4.2: 4.2(a) and 4.2(b): RMS$_Q$ vs RMS$_t$ distribution for the Far Detector (4.2(a)) and the Near Detector (4.2(b)). The right-hand lobe of the distribution corresponds to the Light Noise, that is no longer present in the Near Detector. The lines in both plots correspond to the cut applied in the Far Detector.

4.2(c): Energy spectrum before and after application of Light Noise cuts for the Far Detector. The $^{208}$Tl peak from radioactivity becomes visible at 2.6 MeV, as well as the n-Gd peak at 8 MeV.

4.2(d): Evolution of the event rate over time before and after the application of Light Noise cuts for the Far Detector. No more Light Noise remains, leaving a constant rate of physical events.

Table 4.1: Additional vetoes applied to Single triggers to pair them in the definition of a prompt/delayed candidates for the DC-IV analysis.

<table>
<thead>
<tr>
<th>Selection</th>
<th>$\Delta T_{\mu}$ (µs)</th>
<th>$E_p$ (MeV)</th>
<th>$E_d$ (MeV)</th>
<th>$\Delta T_{before}$ (µs)</th>
<th>$\Delta T_{after}$ (µs)</th>
<th>$\Delta T$ (µs)</th>
<th>$\Delta R$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-Gd</td>
<td>1000</td>
<td>[0.3, 100]</td>
<td>[4.0, 10.0]</td>
<td>600</td>
<td>600</td>
<td>[0.5, 150]</td>
<td>&lt; 1.0</td>
</tr>
<tr>
<td>Gd++</td>
<td>1250</td>
<td>[0.3, 100]</td>
<td>[1.4, 100]</td>
<td>800</td>
<td>900</td>
<td>[0.5, 800]</td>
<td>&lt; 1.2</td>
</tr>
</tbody>
</table>
4.2 Backgrounds in the Candidate Selection

Backgrounds in Double Chooz can be sorted in two main categories: correlated and uncorrelated backgrounds.

**Uncorrelated backgrounds**: are produced by the random coincidence of two uncorrelated events, e.g. two radioactive decays. These background events will be referred to later on as 'Accidentals'.

**Correlated Backgrounds**: are produced by two events from a single physical process, e.g. a muon decaying to a Michel electron.

4.2.a Uncorrelated Background

**Accidental coincidences**: The coincidence condition between the prompt and delayed trigger allows to greatly reduce the Accidental background.

This background is studied over multiple off-time integration windows as represented in Figure 4.4. In the n-Gd analysis, for each prompt candidate, a series of 2000 windows of 1.2 ms each, starting at 1 s after the prompt trigger and separated by 800 μs are opened. In the Gd++ analysis, 500 windows of 1.7 ms are used.

![Figure 4.4: Off-time integration windows. For each prompt trigger candidate, multiple integration windows, are opened after a 1 s delay.](image)

Figure 4.5 shows the energy spectrum, the distance correlation $\Delta R$ and the time correlation $\Delta T$ of candidates (blue) and off-time coincidences (red). Figure 4.5(a) shows the prompt energy of Accidental events. These events are dominated by natural radioactive decays paired with a later neutron capture. The $^{40}$K $\gamma$ line at 1.460 MeV and
Chapter 4: $\theta_{13}$ Measurements

Figure 4.5: 4.5(a): Prompt energy of Accidental events. These events are dominated by natural radioactive decays paired with a later neutron capture. The $^{40}$K $\gamma$ line at 1.460 MeV and the $^{208}$Tl $\gamma$ line at 2.614 MeV are visible, as well as the peak of the neutron capture on Gd at 8 MeV. 4.5(b): Correlation distance $\Delta R$ between a prompt and the corresponding delayed trigger. The blue line corresponds to the IBD candidates in the n-H data set, the red line is the normalized $\Delta R$ distribution of the Accidental sample normalized to the IBD distribution.

Figure 4.5: 4.5(a): Prompt energy of Accidental events. These events are dominated by natural radioactive decays paired with a later neutron capture. The $^{40}$K $\gamma$ line at 1.460 MeV and the $^{208}$Tl $\gamma$ line at 2.614 MeV are visible, as well as the peak of the neutron capture on Gd at 8 MeV. The Accidental contamination decreases by more than three orders of magnitude above 4 MeV, and becomes virtually negligible around the n-Gd peak compared to the Accidental contamination of the n-H peak. Figure 4.5(b) shows the $\Delta R$ distribution of events. IBD are correlated in distance as the neutron is emitted with low energy and make up the peak visible below 1 m. However, Accidentals are not and make up the rest of the distribution; their shape is the result of a random sampling of the spatial distribution of the Singles.

In order to take advantage of the time and space correlation, as well as the well-defined delayed energy range of the IBD compared to the Accidental events, an Artificial Neural Network (ANN) has been developed.

The ANN was trained using MC simulated IBD interactions and Accidental coincidences following the distributions studied in the multiple time windows method and presented in Figure 4.5. The training distributions are presented in Figure 4.6(a), and the output distribution for signal and background is shown in Figure 4.6(b). The signal-to-background ratio is optimized by varying the minimum required ANN output for an event to be accepted.

The ANN was originally developed for Accidental rejection in the Hydrogen analysis [50], and has been used in the Gd++ analysis as it includes n-H captures as well as n-Gd.

Events with an ANN output lower than 0.86 in the Near Detector (0.85 in the Far Detector)
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4.6(a): Distributions of delayed energy, $\Delta T$ and $\Delta R$ for signal and backgrounds used to train the ANN.

4.6(b): Distributions of background (red stripped area) and signal (blue area) events as a function of the ANN output, in arbitrary units. This representation allows to optimize the value of the ANN selection to obtain the best signal-to-background ratio while keeping a low signal inefficiency.

4.6(c): Prompt energy distribution of ND Gd++ events, when all vetoes but ANN are applied (black), rejected by the ANN (red), and selected by the ANN (blue).

Figure 4.6: 4.6(a): Distributions of delayed energy, $\Delta T$ and $\Delta R$ for signal and backgrounds used to train the ANN.

4.6(b): Distributions of background (red stripped area) and signal (blue area) events as a function of the ANN output, in arbitrary units. This representation allows to optimize the value of the ANN selection to obtain the best signal-to-background ratio while keeping a low signal inefficiency.

4.6(c): Prompt energy distribution of ND Gd++ events, when all vetoes but ANN are applied (black), rejected by the ANN (red), and selected by the ANN (blue).

are rejected (black dotted line in Figure 4.6(b)). The ANN rejects 97.11% of off-time events and 14.54% of the MC training sample of IBD signal events in the Near Detector (respectively 97.21% and 13.60% in the Far Detector). Finally, 36.63% of on-time events are rejected in the Near Detector while 62.04% of the same events are rejected in the Far Detector. This difference can be explained by the fact that Accidentals are no longer the dominant background in the Near Detector, thus they make up for a smaller fraction of the on-time events.

Figure 4.6(c) shows the prompt energy distribution of Gd++ events in the Near Detector. The black line corresponds to events selected when all vetoes are applied except the ANN, the red curve corresponds to events rejected by the ANN, and the blue line corresponds to events
accepted by the ANN. The energy spectrum of the Accidentals is clearly visible in the rejected sample, and no longer in the accepted sample.

**Cosmogenic Background:** Long-lived radio-isotopes $^9$Li and $^8$He are created through atmospheric muon-induced spallation on $^{12}$C contained in the organic scintillators.

These isotopes are ($\beta n$) emitters, and as such are indistinguishable from the IBD candidates on an event-by-event basis.

The life time of $^9$Li and $^8$He are respectively 257 ms and 172 ms respectively, much longer than the 1 ms muon veto time. Given the muon rate in Double Chooz, increasing the muon veto time to reduce these isotopes would lead to an unacceptably large loss in exposure time.

A Li-likelihood, $\mathcal{L}_{^9\text{Li}}$, has been developed based on the distance to a muon track and the multiplicity of neutrons following this muon. The muon considered in computing the likelihood of a given event is the one that yields the highest value in a time window of 700 ms preceding the event. $^9$Li reduction is performed based on the value of this likelihood.

The Cosmogenic background spectral shape presented in Figure 4.7 is obtained by selecting a Li-enriched sample with the likelihood selection $\mathcal{L}_{^9\text{Li}} > 0.4$. By fitting the MC spectra of $^8$He and $^9$Li to this spectrum, the fractional contribution of $^8$He was found to be consistent with zero. The Cosmogenic background can therefore be referred to as only $^9$Li later on.

![Figure 4.7: $^9$Li spectrum for the DC-IV Gd++ analysis. The black point correspond to the data with $\mathcal{L}_{^9\text{Li}} > 0.4$, the red point correspond to the MC spectrum of the $^9$Li.](image)

Residual rate of $^9$Li is computed by fitting the spectral shape in Figure 4.7 to the IBD candidate spectrum along with other background spectral shapes and the oscillated shape of the $\bar{\nu}_e$ as will be presented in Section 4.4.

### 4.2.b Correlated Background

Correlated Backgrounds in Double Chooz consist of Stopping Muons and Fast Neutrons. Stopping Muons are atmospheric muons stopping and decaying after travelling a short distance in the detector, thus depositing an energy low enough not to be tagged as muons, and thus mis-reconstructed as IBDs. Fast Neutrons shower from a muon crossing the surrounding rocks.


**Figure 4.8:** Sketch of the Correlated Background processes.

Muon (1) crosses the surrounding rocks and produces Fast Neutron showers through spallation. Some of them will enter the detector and undergo proton recoils or capture, producing the so-called Fast Neutron background.

Muon (2) enters the chimney without being detected by Outer- nor Inner-Veto. If the distance travelled before decaying is short enough, the deposited energy remains below the muon energy threshold. The scintillations from the muon and the subsequent Michel electron mimic a prompt and delayed signal, producing the so-called Stopping Muon background. Muons (3) and (4) are detected by either the Outer- or Inner-Veto and as such are rejected.

Figure 4.8 shows a sketch summing-up the the processes leading to the creation of Correlated Backgrounds. The red arrows represent atmospheric muons, the black arrows the spallation Fast Neutrons, and the yellow arrow the Michel electron.

**Fast Neutrons (FN):** Showers of Fast Neutrons are generated by muon spallation in the surrounding rocks. Due to their low interaction cross-section, fast neutrons can cross the Inner Veto unseen and interact in the Inner Detector.

Fast Neutron interactions in the Inner Detector can be prompt-like when a neutron produces a nuclear recoil, or delayed-like when a neutron captures on Gd or H.

Fast Neutrons entering the detector within the same shower are correlated in time, so a nuclear recoil and a later neutron capture are perfectly consistent with an IBD candidate space and time correlation. As such, they cannot be separated from IBD candidates on an event-by-event basis.

Fast Neutron induced proton recoils in the Inner Detector have a wide energy range spanning over the full energy range of Double Chooz. Fast Neutron with visible energy of more than 100 MeV are treated as Muons.

Correlated Background originate outside of the detector, thus the Inner-Veto is a very powerful tool to reject and/or study this background. A sub-sample of Correlated Background can be studied by observing events with a time and space correlation between energy depositions in the Inner Veto and the Inner Detector. However, muons crossing the Inner Veto to enter the
Inner Detector deposit a high energy in the Inner Veto and have already been rejected by the muon veto earlier on. To first order, only Fast Neutrons are left in the sample.

The energy deposition in the Inner Veto by Fast Neutrons is possible when one of the spallation neutrons of the shower scatters in the Inner Veto. The neutrons that deposit energy in the Inner Veto are not necessarily the same as those that interact in the Inner Detector. Thus the energies in both volumes are uncorrelated, and the spectrum of the tagged Fast Neutron sample is expected to be the same as the one of the non-tagged sample.

The selection is based on a correlation in time and space between the two volumes, the number of hit PMT in the Inner Veto, and the charge (or energy) seen in each volume:

- \#IV-PMT > 1
- \(-40 \text{ ns} < \Delta T_{\text{ID-IV}} < 70 \text{ ns}\)
- \(\Delta R_{\text{ID-IV}} < 3.7 \text{ m}\)

Events that satisfy these conditions are rejected as Correlated Background. This selection is called Inner Veto Veto (IVV). As shown in Figure 4.9(a), a fraction of those IVV-rejected events have anti-correlated energy depositions in the Inner Veto and the Inner Detector. Those events could correspond to a same highly penetrating particle deposits energy in both volumes (e.g. muons or high energy \(\gamma\)).

In order to specifically study Fast Neutrons, those events with anti-correlated energy are rejected, by requiring another condition:

\[ Q_{IV} > 25000 \text{ DU} \parallel E_{ID} > 10 \text{ MeV} \]

Events that would be rejected by the IVV, but satisfy this condition are called IV-tagged events, and correspond to our tagged Fast Neutron sample.

Figure 4.9(b) shows the prompt energy spectrum of IV-tagged events compared to the distribution of IBD candidates. The Fast Neutron sample is scaled to the IBD candidate sample on the \([20,100]\) MeV sample, allowing an estimation of the remaining Fast Neutron contamination in the IBD sample.

Here the importance of opening the prompt energy range up to 100 MeV when IBD only range up to 10 MeV becomes obvious. The added contamination of Fast Neutrons is outside the neutrino physics energy range, so it does not impact our measurement of \(\theta_{13}\), but the handle on the contamination below 10 MeV is greatly improved by being able to estimate the number of Fast Neutrons on a much wider energy range.

In the DC-III n-Gd analysis, the relative uncertainty on the Fast Neutron background was 17%, the contamination was only estimated up to 20 MeV. In the DC-IV Gd analysis, the relative uncertainty is now of the order of 5%, and 3.5% for the DC-IV Gd++ analysis. The increased precision comes from more statistics, and from the increased energy range that allows a better estimation of the contamination.
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Figure 4.9: 4.9(a): Inner Veto deposited prompt energy versus Inner Detector deposited prompt energy for IVV rejected events, zoomed-in on the low energies. The triangular shape at low energies correspond to energy deposition in both volumes by a single particle such as a muon or a high energy $\gamma$.

4.9(b): Prompt energy spectrum with IBD selection in the Near Detector. The blue histogram is the selected IBD sample, the red dots correspond to the IV-tagged samples, scaled to the blue histogram on the $[20,100]$ MeV range.

Understanding the Fast Neutron spectrum is not trivial. There are only few measurements, and predictions from simulations exhibit large variability. A dedicated neutron TPC (DCTPC) was developed and operated in both Near and Far Laboratories in order to study the ambient Fast Neutron in the laboratories. I took part in the installation, running phase and analysis of data from this detector. I was particularly in charge of the energy reconstruction and study of the $\alpha$ backgrounds in order to provide the pure neutron-induced nuclear recoil spectrum. This work is presented in Chapter 5.

Stopping Muons: Muons fully crossing the detector or travelling long distances in the Inner Detector are easily identifiable on an event-by-event basis as they deposit a high energy in the Inner Detector, and most likely in the Inner Veto as well. Any muon travelling more than $\sim 10$ cm in the Inner Detector will deposit an energy higher than the muon energy threshold of 20 MeV and be rejected even if no energy is deposited in the Inner Veto. Muons can enter the Inner Detector through the Chimney without triggering either veto. The Chimney is filled with scintillator, the Michel electron from the muon decay will produce a delayed trigger to the prompt muon scintillation time related to the muon life-time of $2.2 \mu$s and with a high spatial correlation.

A major part of my work was dedicated to developing methods to identify Stopping Muons with low inefficiency on the IBD sample, while aiming for the highest possible Stopping Muon rejection power. This study will be presented in more details in Chapter 6.

Because of a high rejection power on Stopping Muons, the remaining Correlated Background is mostly composed of Fast Neutrons. The terms Correlated Background and Fast Neutrons will be used equally later on.
Remaining background rates after tagging and reductions are specific to an analysis, and will be summarized for each case in Table 4.2.

4.2.c Reactor-off Measurement

Due to the configuration of the CHOOZ power plant, with only two reactors, Double Chooz is the only $\theta_{13}$ reactor experiment able to have periods of data taking with both reactors off. This allows for a nearly neutrino-free sample, and an important cross-check of our background rejection capabilities.

Although both reactors are off, the $\bar{\nu}_e$ flux is not expected to be null as $\beta$-decays of long lived-isotopes are still occurring in the cores. However, because of the IBD threshold at 1.8 MeV, Double Chooz is mostly sensitive to high energy neutrinos, which are produced by short-lived decays. Turning off the reactors leads to a dramatic decrease of the effective neutrino flux seen by Double Chooz. Double Chooz is sensitive to two long-lived fission chains:

\[ ^{106}\text{Ru} \xrightarrow{\beta^-} ^{106}\text{Rh} \xrightarrow{\beta^- (3.5\text{ MeV})} ^{106}\text{Pd} \]

(4.2)

\[ ^{144}\text{Ce} \xrightarrow{\beta^-} ^{144}\text{Pr} \xrightarrow{\beta^- (3.0\text{ MeV})} ^{144}\text{Nd} \]

(4.3)

The flux prediction relies on the fission rate, based on the reactor thermal power, and thus cannot be used during reactor-off periods. Instead, a prediction from FISPACT is used, solving the Bateman equations from an input spectrum computed with BESTIOLE [83].

I have been in charge of producing the analysis of the reactor-off data for the H-III analysis [50]. Figure 4.10 shows the selection results for the $\Delta T$, $E_d$ and $E_p$ distributions. The black shaded area, red and blue dots correspond respectively to all the IBD candidates before application of the vetoes, the rejected candidates, and the accepted candidates after application of the full selection.

![Figure 4.10](image_url)

*Figure 4.10:* From left to right: $\Delta T$, $E_d$, and $E_p$ distributions for reactor-off data of the H-III analysis. The black shaded area corresponds to all the IBD candidates before application of the vetoes, the red points to the rejected candidates after application of all vetoes, and the blue points to the accepted candidates.

Table 4.2 summarizes the measured and expected rates after applying the full selection for
DC-III and DC-IV analyses. The backgrounds are estimated from the background models described earlier in this chapter. Background rejection powers of 91.1% for DC-III n-Gd and DC-IV n-Gd analyses and 99.4% for DC-III n-H and DC-IV Gd++ analyses were achieved.

Although the reactor-off time is too short to increase significantly the sensitivity to $\theta_{13}$, it allows to check the sanity of the estimations of the residual background rates.

Table 4.2: Total measured and predicted rates during reactor-off periods for DC-III and DC-IV analyses.

<table>
<thead>
<tr>
<th></th>
<th>DC-III n-Gd</th>
<th>DC-III n-H</th>
<th>DC-IV n-Gd</th>
<th>DC-IV Gd++</th>
</tr>
</thead>
<tbody>
<tr>
<td>Live time</td>
<td>7.24 days</td>
<td>7.15 days</td>
<td>7.24 days</td>
<td>7.16 days</td>
</tr>
<tr>
<td>All Candidates (day$^{-1}$)</td>
<td>8.56</td>
<td>1415.7</td>
<td>8.70</td>
<td>1413.00</td>
</tr>
<tr>
<td>IBD Candidates (day$^{-1}$)</td>
<td>0.97</td>
<td>8.8</td>
<td>0.97</td>
<td>9.50</td>
</tr>
<tr>
<td>expected $\bar{\nu}_e$ (day$^{-1}$)</td>
<td>$0.21 \pm 0.065$</td>
<td>$0.38 \pm 0.11$</td>
<td>$0.21 \pm 0.065$</td>
<td>$0.58 \pm 0.17$</td>
</tr>
<tr>
<td>expected Accidents (day$^{-1}$)</td>
<td>$0.070 \pm 0.003$</td>
<td>$4.32 \pm 0.06$</td>
<td>$0.070 \pm 0.002$</td>
<td>$3.55 \pm 0.01$</td>
</tr>
<tr>
<td>expected Cosmogenic (day$^{-1}$)</td>
<td>$0.97^{+0.41}_{-0.16}$</td>
<td>$0.95^{+0.57}_{-0.33}$</td>
<td>$0.86 \pm 0.41$</td>
<td>$2.57 \pm 0.60$</td>
</tr>
<tr>
<td>expected FN/SM (day$^{-1}$)</td>
<td>$0.53 \pm 0.09$</td>
<td>$1.45 \pm 0.20$</td>
<td>$0.58 \pm 0.030$</td>
<td>$2.89 \pm 0.10$</td>
</tr>
<tr>
<td>Total Prediction (day$^{-1}$)</td>
<td>$1.78^{+0.43}_{-0.19}$</td>
<td>$7.10^{+0.62}_{-0.41}$</td>
<td>$1.73 \pm 0.43$</td>
<td>$9.6 \pm 0.63$</td>
</tr>
</tbody>
</table>

4.3 Detection Efficiency

Double Chooz's trigger efficiency reaches 100% above 0.5 MeV, meaning that any event above 0.5 MeV in the Inner Detector is guaranteed to be stored. However, not all IBD interactions end up in the candidate sample, effects such as Gd concentration, neutron scattering, energy scale and analysis selection can allow an IBD to pass undetected.

As will be discussed later in Section 4.4.a, the $\theta_{13}$ analyses is performed by comparing the data to an oscillated prediction of the anti-neutrino flux in each detector. The fit requires to know the detection efficiency for data and MC, the ratio of these two values is a correction factor applied to scale the MC to the data.

Gd fraction: Neutrons capture dominantly on H and Gd, the fraction of neutrons capturing on Gd depends directly on the relative concentrations of H and Gd. This relative concentration is measured using a $^{252}$Cf neutron source. Neutrons from the source capture on both H and Gd and are coincident with an emission of $\gamma$'s. The Gd fraction is then computed as:

$$Gd_f = \frac{N_{3.5\,\text{MeV}<E<10\,\text{MeV}}}{N_{0.5\,\text{MeV}<E<10\,\text{MeV}}}$$

(4.4)

In addition to the usual IBD selection, two cuts are applied to reduce the contamination from Accidental coincidences:
• $E_p > 4\text{ MeV}$.

• More than one neutron is detected after a prompt signal ($^{252}\text{Cf}$ emits 3.8 neutrons per fission in average).

The correction factor data to MC is $C_{\text{Gd}} = 0.9767 \pm 0.0022$ for the FD and $0.9748 \pm 0.22$ for ND.

Gd fraction has no impact on the Gd++ as the full energy window is used for the delayed neutron capture. The detection is therefore 100% efficient.

**Veto efficiency:** Here, IBD selection efficiency refers to the efficiency of the vetoes applied to define the candidate sample (Light Noise, Muon Veto, and ANN when applicable). This efficiency is measured by applying the vetos to the $^{252}\text{Cf}$ source data. Another measurement is performed in a data-driven manner, by comparing the impact of each analysis selection on the selected data without those vetos:

$$
\epsilon_{\text{Vetos}} = \frac{N(\text{Vetos} \oplus \text{IBD Selection})}{N(\text{IBD Selection})} \quad (4.5)
$$

The correction factors for the veto efficiency in the DC-IV, n-Gd analysis are $1.0010 \pm 0.0018$ for the FD and $0.9840 \pm 0.0009$ for the ND. In the DC-IV, Gd++ analysis, they are $1.0102 \pm 0.0028$ for FD and $0.9961 \pm 0.0011$ for the ND.

**IBD selection efficiency:** In complement to the veto efficiency, the IBD selection efficiency is defined as the efficiency of all the cuts applied to the candidates after the vetos have been applied.

$$
\epsilon_{\text{IBD}} = \frac{N(\text{Vetos} \oplus \text{IBD Selection})}{N(\text{Vetos})} \quad (4.6)
$$

This efficiency includes efficiencies from all vetoes applied on the IBD candidates (IVV, OVV, Lithium Veto, and SM Veto). The Correction factor for the IBD selection efficiency is found to be, for the DC-IV, n-Gd analysis: $0.9222 \pm 0.0003$ for FD-I, $0.9164 \pm 0.0005$ for FD-II, and $0.7586 \pm 0.0002$ for the ND. For the DC-IV, Gd++ analysis, these numbers are $0.9025 \pm 0.0022$ for FD-I, $0.8939 \pm 0.0004$ for FD-II and $0.6971 \pm 0.0001$ for ND.

**Spill Effects:** Spill-in and spill-out refer to neutrons capturing in a volume different from the one the neutrino interacted in. In the case of the n-Gd sample, neutrons capture in the Target, but, because of neutron scattering, the IBD could have taken place in the $\gamma$-Catcher, effectively increasing the detection volume. However, IBD occurring at the edge of the target may be undetected because the neutron may leave the target and be captured on H in the $\gamma$-Catcher. For n-H, the Target is less efficient than the $\gamma$-Catcher, as $\sim 80\%$ of the captures occur on the Gd. This effect leads to an inefficiency on the $\gamma$-Catcher close to the target. For the Gd++, there is no efficiency loss at the $\gamma$-Catcher/Target interface because all neutron
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captures are considered.

All analyses however suffer from spill effects at the interface $\gamma$-Catcher/Buffer since interactions in the Buffer are invisible.

Spill effects are a geometrical effect measured with MC simulations, using Tripoli4 and Double Chooz’s custom Geant4 neutron simulation package NeutronTH. The uncertainties are estimated as the discrepancies between the two methods.

The correction numbers for the spill effects are, for the DC-IV, n-Gd analysis: $1.0000 \pm 0.0027$ for both detectors, and $1.0000 \pm 0.0020$ for the DC-IV, nGd++ analysis.

**Proton Number** The number of targets for IBD interactions is the number of protons in the detection volume (Target for n-Gd analysis [61], and Target + $\gamma$-Catcher for n-H [50] and Gd++ analyses). The proton number is estimated by two different methods:

- The mass of Target scintillator is carefully measured upon filling.
- The volumes of the acrylic tanks are known, and the detectors are maintained at a constant temperature of $13.4 \pm 0.5$°C, thus the density and volume are known.

The chemical composition, the volumetric mass, and the molar mass are known for our scintillators. The Hydrogen fraction of the scintillator of the target is $f_H = 0.1360 \pm 0.0004$. The composition of the scintillators of both Targets are identical since they have been synthesized at the same time so they could age identically. It is then possible to measure the number of free protons inside the detector.

The proton number of the $\gamma$-Catchers is not known with the same accuracy as the one of the Target because the liquid scintillator was not weighed prior to filling. Indeed, at the time of the commissioning of the Far Detector, it was not envisioned to perform an analysis on Hydrogen, and thus a precise knowledge of the $\gamma$-Catcher was not mandatory.

Unfortunately, the proton number corrections have not been fully computed for the DC-IV analysis as these lines are written.

4.4 $\theta_{13}$ analysis in the single-detector phase

In this section, the methods used to perform the $\theta_{13}$ analysis in Double Chooz, for the single-detector phase, are presented. During this phase, only the Far Detector, in the FD-I configuration, was taking data. The results presented here correspond to the latest analysis performed in this phase, called DC-III.

The observed deficit between the IBD candidate and the sum of the predicted un-oscillated reactor neutrino signal and the estimated background contamination in each detector can be interpreted as the result of neutrino oscillations.
A first estimation of $\theta_{13}$, in the 2 flavor scheme approximation, may be obtained by this expression, using only the observed rate of neutrinos:

$$\frac{N_{\text{IBD}} - N_{\text{BG}}}{N_{\nu, \text{pred.}}} \approx 1 - \sin^2(2\theta_{13}) \left( \frac{1.27 \Delta m_{31}^2 \text{(eV}^2\text{)} \langle L \rangle \text{(m)} \rangle}{\langle E_\nu \rangle \text{(MeV)}} \right)$$

(4.7)

where $N_{\text{IBD}}$ is the number of observed IBD candidates, $N_{\text{BG}}$ the number of estimated remaining backgrounds, $N_{\nu, \text{pred.}}$ the number of expected neutrino interactions without oscillation, $\langle L \rangle$ the average distance of each reactor, and $\langle E_\nu \rangle$ the average neutrino energy. In this expression, the ratio $\langle L \rangle / \langle E \rangle$ is weighted over the two reactors in order to account for their relative $\bar{\nu}_e$ flux contribution to the measurement.

In Double Chooz, two complementary analyses, referred to as Rate+Shape (R+S) and Reactor Rate Modulation (RRM), are performed. The R+S analysis is based on a fit of the observed energy spectrum with the spectral shapes of the expected neutrino spectrum and background contributions. The RRM analysis exploits the variability of the neutrino flux with the thermal power of the reactors while the background rate remains constant [55].

Both of these fit methods rely on a minimization of a $\chi^2$ function, in which some measured parameters such as background rates, energy scale or $\Delta m_{13}^2$ can be put in a 'pull term' meaning that, during the fitting process, they are constraint by the measured central value and estimated error such that they are only allowed to vary within their estimated systematics, or left free to be adjusted without constraints (i.e. with $\sigma_x \rightarrow \infty$).

An additional constraint may be added using the residual $\bar{\nu}_e$ and the inclusive background estimation performed during the reactor-off periods.

4.4.a Rate and Spectral Shape

Double Chooz was the first of the three reactor $\theta_{13}$ experiments to perform a Rate+Shape analysis, not only taking into account the integral $\bar{\nu}_e$ flux as in a Rate-only analysis, but also the distortion of the spectral shape due to the energy dependence of $\bar{\nu}_e$ oscillation [54].

In order to perform such an analysis, one needs to know the expected un-oscillated neutrino rate for each energy bin of the spectrum. Equation 2.11 only provides the neutrino rate integrated over the full energy range, the neutrino rate per energy bin $i$ is the integrated neutrino rate scaled by the weigh of bin $i$:

$$N_{i, \text{pred}}(s^{-1}) = \sum_{r=B_1,B_2} P(\bar{\nu}_e \rightarrow \bar{\nu}_e, L_r, E_i) \times N_{i, \text{pred}, r} + \sum_{k=1}^{N_{BG}} N_{k, \text{BG, pred}}$$

(4.8)

where

$$N_{i, \text{pred}, r}(s^{-1}) = \frac{1}{4\pi} N_\rho \epsilon \left( \frac{1}{L_f^2 \langle E_f \rangle_r} \sigma_f \right)_i$$

(4.9)

The last term in Equation 4.8 sums each background $k$ in the background model with the expected contribution $N_{k, \text{BG, pred}}$. 

120
\[ \theta_{13} \text{ is measured by minimizing the } \chi^2 \text{ function defined as:} \]

\[ \chi^2 = \sum_{i=1}^{R} \sum_{j=1}^{B} \left( N_{ij}^{\text{obs}} - N_{ij}^{\text{pred}} \right) M_{ij}^{-1} \left( N_{ij}^{\text{obs}} - N_{ij}^{\text{pred}} \right) + \sum_{k=1}^{5} \left( \frac{\epsilon_k}{\sigma_k} \right)^2 \]

\[ + \left( \epsilon_a, \epsilon_b, \epsilon_c \right) \times \left( \begin{array}{ccc} \sigma_a^2 & \rho_{ab}\sigma_a\sigma_b & \rho_{ac}\sigma_a\sigma_c \\ \rho_{ba}\sigma_b\sigma_a & \sigma_b^2 & \rho_{bc}\sigma_b\sigma_c \\ \rho_{ca}\sigma_c\sigma_a & \rho_{cb}\sigma_c\sigma_b & \sigma_c^2 \end{array} \right)^{-1} \times \left( \begin{array}{c} \epsilon_a \\ \epsilon_b \\ \epsilon_c \end{array} \right) \]

\[ + 2 \left( N_{\text{off}}^{\text{obs}} \times \ln \left( \frac{N_{\text{off}}^{\text{obs}}}{N_{\text{off}}^{\text{pred}}} \right) + N_{\text{off}}^{\text{pred}} - N_{\text{off}}^{\text{obs}} \right) \]

where \( B \) is the number of energy bins considered, \( N_i^{\text{obs}} \) and \( N_i^{\text{pred}} \) refer respectively to the number of observed and predicted events in the bin \( i \).

\[ \{ M_{ij} \} \text{ is a 38x38 covariance matrix accounting for uncertainties and correlations between the B energy bins.} \]

\[ \{ M_{ij} \} \text{ is defined as a sum of several covariance matrices accounting for statistical uncertainties (\{ } M_{ij}^{\text{stat}} \text{ ) as well as systematic uncertainties from the reactor prediction (\{ } M_{ij}^{\text{reactor}} \text{ ) , the detection efficiency determination (\{ } M_{ij}^{\text{efficiency}} \text{ ) , and background shape errors (\{ } M_{ij}^{\text{Li}} \text{ ) and } M_{ij}^{\text{accidental}} \}) :} \]

\[ \{ M_{ij} \} = \{ M_{ij}^{\text{stat}} \} + \{ M_{ij}^{\text{reactor}} \} + \{ M_{ij}^{\text{efficiency}} \} + \{ M_{ij}^{\text{Li}} \} + \{ M_{ij}^{\text{accidental}} \} \]

Sensitivity studies have shown that the small amount of slope uncertainty present in the Correlated Background spectrum for DC-III n-Gd would have negligible impact on a Rate+Shape fit. Thus, no Correlated Background shape uncertainty \( \{ M_{ij}^{\text{correlated}} \} \) is included in the \( \chi^2 \) function [84]. However, after the energy window has been opened up to 60 MeV for DC-III n-H and then 100 MeV for DC-IV, this matrix was added back to the \( \chi^2 \) function.

The last term of the first line of Equation 4.10 is related to the rate and associated uncertainty of each background as well as the \( \Delta m^2_{31} \) parameter and on the number of residual \( \bar{\nu}_e \) emitted during the reactor-off periods \( N_{\text{off-off}} \):

\[ \sum_{k=1}^{5} \left( \frac{\epsilon_k}{\sigma_k} \right)^2 = \left( \frac{\epsilon_{\text{Li}} - 1}{\sigma_{\text{Li}}} \right)^2 + \left( \frac{\epsilon_{\text{corr}} - 1}{\sigma_{\text{corr}}} \right)^2 + \left( \frac{\epsilon_{\text{acc}} - 1}{\sigma_{\text{acc}}} \right)^2 \]

\[ + \left( \frac{\epsilon_{\text{off-off}} - 1}{\sigma_{\text{off-off}}} \right)^2 + \left( \frac{\Delta m^2 - \Delta m^2_{31}}{\sigma_{\Delta m^2_{31}}} \right)^2 \]

The parameters \( \epsilon_{a,b,c} \) in the second line of Equation 4.10 characterize the correction for the systematic uncertainty on the energy scale. In order to account for MC/data discrepancies, the energy of the MC is corrected as follow:

\[ E_{\text{MC}} \rightarrow \epsilon_a + \epsilon_b \times E_{\text{MC}} + \epsilon_c \times (E_{\text{MC}})^2 \]

Uncertainties on these parameters are given by \( \sigma_a, \sigma_b, \) and \( \sigma_c, \) and the correlations between them are given by \( \rho_{ab}, \rho_{bc} \) and \( \rho_{ac} \).
The third line in Equation 4.10 represents the contribution from the reactor-off measurements. Given the low statistics, the number of expected candidates is compared to the number of IBD candidates by a log-likelihood based on Poisson statistics.

### 4.4.b Reactor Rate Modulation

Double Chooz detectors are exposed to only two reactors, thus significant changes of the measured neutrino flux can be observed when one of the reactors is turned off.

Figure 4.11 shows the evolution of the observed IBD rates over time (data points), compared to the expected rate (red line), taking into account the thermal power and the data taking efficiency. Even though the measured IBD rates are affected by the data taking efficiency, the periods with one and two reactors on are clearly visible here. 7.6 days of reactor-off were acquired during the FD-I phase, the periods at zero for the other two configurations correspond to a period where no data have been acquired.

The Reactor Rate Modulation (RRM) analysis takes advantage of the frequent single-reactor and two-reactor periods alternation to compute the value of $\theta_{13}$. Indeed, the observed IBD rate is proportional to the expected rate, with an offset corresponding to the background rate, independent of the expected IBD rate:

$$R_{\text{obs}} = B + \left(1 - \sin^2(2\theta_{13})\eta_{\text{osc}}\right) R_{\bar{\nu}_e}$$

with

$$\eta_{\text{osc}} = \frac{1.27\Delta m^2_{31} (\text{eV}^2) L (\text{m})}{E_{\nu}(\text{MeV})}$$

where $R_{\bar{\nu}_e}$ corresponds to the un-oscillated expected rate, and $\eta_{\text{osc}}$ the average disappearance coefficient. $\eta_{\text{osc}}$ is computed for each data point according to the relative thermal power of each reactor.

Data taking periods are separated in several bins of thermal power, one of which corresponding to the reactor-off period. A linear fit of $\sin^2(2\theta_{13})$ and of the background rate is performed. Three systematic error contributions need to be taken into account:

- Detection efficiency,
- Residual $\bar{\nu}_e$ prediction,
- Reactor flux prediction.

The later error depends on the thermal power level, as the in-core instrumentation is more precise at nominal power.

No error need to be accounted for concerning the background model, since the RRM analysis is independent of our understanding of the background, which is a constant contribution fitted at the same time as $\sin^2(2\theta_{13})$. The Rate+Shape method uses an exclusive model of each background contribution, whereas the RRM method performs an inclusive background estimation.
Figure 4.11: Evolution of the rate of IBD candidates over time for the Gd++ analysis, for FD-I (top), FD-II (middle) and ND (bottom). Periods with only one and two reactors on are visible. The red line shows the expected rate derived from the reactors thermal power and detector live time.

A $\chi^2$ function for the fit can be defined as:

$$\chi^2 = \sum_{i=1}^{N_{\text{bin}}} \left( \frac{R_i^{\text{obs}} - R_i^{\text{pred}} - B}{\sigma_{\text{stat}}} \right)^2 + \left( \frac{\epsilon_d}{\sigma_d} \right)^2 + \left( \frac{\epsilon_{\bar{\nu}_e}}{\sigma_{\bar{\nu}_e}} \right)^2 + \left( \frac{\epsilon_{\nu_e}}{\sigma_{\nu_e}} \right)^2 + \left( \frac{B - B^{\text{pred}}}{\sigma_b} \right)^2$$

$$+ 2 \left( N_{\text{off}}^{\text{obs}} \times \ln \left( \frac{N_{\text{off}}^{\text{pred}}}{N_{\text{off}}^{\text{pred}}} \right) + N_{\text{off}}^{\text{pred}} - N_{\text{off}}^{\text{obs}} \right)$$

(4.15)
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The first line of Equation 4.15 sums over the single- and two-reactor on bin $s$. $R^\text{obs}_i$ and $R^\text{pred}_i$ are respectively the observed and the predicted rates and $B$ is the total background rate. Systematics are handled through the $\epsilon_d$, $\epsilon_{\nu_e}$ and $\epsilon_r$ parameters. The second line corresponds to the reactor-off period. Here, as in the Rate+Shape case, the observed number of IBD candidates is compared to the expected one through a log-likelihood based on Poisson statistics. The third line of the $\chi^2$ definition is optional, and acts as an additional constraint using the background rate based on the background model estimations.

4.4.c DC-III Results for n-Gd and n-H Analyses

Here, the results of DC-III are described. They are based on a single-detector configuration with separate n-Gd and n-H IBD samples. The results of DC-IV, latest Double Chooz results, are based on a two-detector configuration, with two phases of data taking for the Far Detector, and the full neutron capture spectrum (n-H and n-Gd together) is taken into account. DC-IV results will be presented in Section 4.5.

The DC-III analysis used data acquired 467.90 live days for the n-Gd and 462.72 live days for the n-H analyses. Two separate analyses were performed using neutron capture on Gd and H. A combined RRM analysis has been performed, improving the final result on $\sin^2(2\theta_{13})$.

DC-III n-Gd

A fit of the prompt energy spectrum data shown in Figure 4.12(a) is performed using the $\chi^2$ function defined in Equation 4.10. The fitted background shapes are superimposed, the grey crossed area corresponds to the Accidentals, the green stripped area corresponds to the Cosmogenic Backgrounds, and the purple hashed area corresponds to the Correlated Backgrounds, dominant at high energies.

The $\Delta m^2_{31}$ used is $\Delta m^2_{31} = 2.44_{-0.10}^{+0.09} \times 10^{-3}\text{eV}^2$ for the Normal mass Hierarchy (NH) and $\Delta m^2_{31} = 2.38_{-0.10}^{+0.09} \times 10^{-3}\text{eV}^2$ for Inverted mass Hierarchy (IH), from MINOS measurements [28]. The energy spectrum of the positron signal was allowed to range from 0.5 MeV to 20 MeV although the IBD signal energy does not exceed 10 MeV. This allows to constrain the rate of Correlated Backgrounds (Fast Neutrons and Stopping Muons).

The ratio of the observed rate in each bin over the predicted rate with no oscillations and the fitted background model is presented in Figure 4.12(b). A negative deviation from the unity corresponds to a discrepancy between the no-oscillation hypothesis and the observed behaviour. The clear deficit below 3 MeV is interpreted as $\theta_{13}$-driven oscillations.

Table 4.3 summarizes the input values and the best fit values for the fit parameters assuming a Normal mass Hierarchy. The number of residual $\bar{\nu}_e$ during reactor-off periods is computed over a live-time of 7.24 days. Values of $\sin^2(2\theta_{13})$ for both hierarchies are found to be:
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Visible Energy (MeV)

Data
No oscillation + best-fit backgrounds
Best fit:
$\sin^2(2\theta_{13}) = 0.00244 \text{ eV}$
$\Delta \theta = 0.090$ at $13^\circ$

Accidentals
Lithium-9 + Helium-8
Fast neutrons + stopping muons
DC-III (n-Gd)
Livetime: 467.90 days

Data / Predicted

0.8
0.9
1.0
1.1
1.2

Data
No oscillation
Reactor flux uncertainty
Total systematic uncertainty

$\sin^2(2\theta_{13})_{\text{NH}} = 0.090^{+0.032}_{-0.029}$ with $\chi^2_{\text{min}}/\text{d.o.f} = 52.2/40$ (4.16)

$\sin^2(2\theta_{13})_{\text{IH}} = 0.092^{+0.033}_{-0.029}$ with $\chi^2_{\text{min}}/\text{d.o.f} = 52.2/40$ (4.17)

A sanity check of this result is performed by removing the constraints on the normalizations of the cosmogenic and Correlated Backgrounds, yielding a value of

$\sin^2(2\theta_{13}) = 0.088^{+0.030}_{-0.031}$ (4.19)

with a $^9\text{Li}$ rate of $0.49^{+0.16}_{-0.14}$ events per day and a correlated rate of $0.541^{+0.052}_{-0.048}$ events per day.

These results are consistent with the ones obtained in the standard analysis.

Spectrum Distortion

Above 4 MeV, an excess of events in the data compared to the oscillated predicted flux can be observed in Figure 4.12(b). This distortion has been studied in details by Double Chooz and reported with a $3\sigma$ significance [85]. It was confirmed by the RENO collaboration at the Neutrino 2014 conference [86], and later on by the Daya Bay collaboration at the ICHEP 2014 conference [87].

Investigations were carried out to understand the source of this distortion.

Among other disfavoured hypotheses, a problem in the energy scale was disproved based on the good agreement between data and MC at these energies for the calibrations.

Moreover, as shown in Figure 4.13(a), the excess is correlated to the thermal power and the
Table 4.3: Input and output parameters to the Rate+Shape fit for the DC-III n-Gd analysis [56], assuming a Normal mass Hierarchy.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy Scale $\epsilon_a$</td>
<td>$0.27 \pm 0.006$</td>
<td>$-0.26^{+0.006}_{-0.005}$</td>
</tr>
<tr>
<td>Energy Scale $\epsilon_b$</td>
<td>$1.012 \pm 0.008$</td>
<td>$1.011^{+0.004}_{-0.006}$</td>
</tr>
<tr>
<td>Energy Scale $\epsilon_c$</td>
<td>$(-1 \pm 6) \cdot 10^{-4}$</td>
<td>$(-6^{+7}_{-5}) \cdot 10^{-4}$</td>
</tr>
<tr>
<td>Rate Accidental (day$^{-1}$)</td>
<td>$0.0701 \pm 0.0026$</td>
<td>$0.0703 \pm 0.0026$</td>
</tr>
<tr>
<td>Rate Cosmogenics (day$^{-1}$)</td>
<td>$0.97^{+0.41}_{-0.16}$</td>
<td>$0.74 \pm 0.13$</td>
</tr>
<tr>
<td>Rate Correlated (day$^{-1}$)</td>
<td>$0.604 \pm 0.051$</td>
<td>$0.568^{+0.038}_{-0.037}$</td>
</tr>
<tr>
<td>Residual $\bar{\nu}_e$</td>
<td>$1.57 \pm 0.47$</td>
<td>$1.48 \pm 0.47$</td>
</tr>
<tr>
<td>$\Delta m_{31}^2 (10^{-3} \text{eV}^2)$</td>
<td>$2.44^{+0.09}_{-0.10}$</td>
<td>$2.44^{+0.09}_{-0.10}$</td>
</tr>
<tr>
<td>$\sin^2(2\theta_{13})$</td>
<td>$0.090^{+0.032}_{-0.029}$</td>
<td>$0.090^{+0.032}_{-0.029}$</td>
</tr>
<tr>
<td>$\chi^2_{\text{min}}/\text{d.o.f}$</td>
<td>$52.2/40$</td>
<td>$52.2/40$</td>
</tr>
</tbody>
</table>

Figure 4.13: 4.13(a): Close-up of the positron energy spectrum on the region of excess. The integrated number of candidates in that region is correlated with the total thermal power and the expected number of expected $\bar{\nu}_e$ as shown in the insert.
4.13(b): Prompt energy spectrum for the Near Detector of the RENO results shown at the Neutrino 2014 conference [86]. The bump at 5 MeV is clearly visible and is significantly inconsistent with their systematic errors (3.5$\sigma$).
expected rate of events. This behaviour could not be produced by a background. Results from RENO and Daya Bay at this point had shown that this effect cancels when comparing near data to far data instead as data to MC as Double Chooz had to do in the single detector phase. This lead to suspect an issue with the expected spectra from reactor simulations.

The $\bar{\nu}_e$ spectra used in Double Chooz flux predictions originate from measurements of the integral $\beta$ spectrum of the main isotopes ($^{235}\text{U}$, $^{239}\text{Pu}$, and $^{241}\text{Pu}$) at the ILL research reactor [65]. Experimental conditions made it difficult to measure decays that produce the neutrinos of higher energies that enter in the 5 MeV distortion because of their short life time. All these observations tend to point toward an issue in the prediction of the neutrino flux emitted by the reactor cores, the flux appearing to be underestimated around 5 MeV.

The RRM analysis presented in Figure 4.14 compares data at different thermal power configurations. The amplitude of the spectral distortion is correlated to the reactor power, therefore, the RRM measurement is not affected by the spectral distortion.

Figure 4.14(a) shows the linear fit performed on the behaviour of the observed $\bar{\nu}_e$ rate versus the expected rate according to the thermal power. The black dotted line presents the no-oscillation hypothesis, and the blue dashed line presents the best fit with $\sin^2(2\theta_{13}) = 0.090^{+0.034}_{-0.035}$, with a $\chi^2$/d.o.f. = 4.2/6.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure414.png}
\caption{DC-III n-Gd Reactor Rate Modulation analysis: 4.14(a): Observed $\bar{\nu}_e$ rate versus the expected rate for different thermal powers. The deviation of the slope of the linear fit from 1 is proportional to $\sin^2(2\theta_{13})$, while the intercept of the line provides a measurement of the background. 4.14(b): 2D representation of the evolution of the $\chi^2$ function with the two fit parameters: $\sin^2(2\theta_{13})$ and the background rate.}
\end{figure}
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The fit is performed with (Figure 4.14(a)) and without (Figure 4.14(b)) constraints on the background rate (i.e. with and without the last term in the $\chi^2$ function, constraining the background to the background model), providing cross-check of the background model and a background-independent measurement of $\theta_{13}$.

Results on the background rate are presented in Equation 4.20:

\begin{align*}
\text{BG input (day}^{-1}) & : 1.64^{+0.41}_{-0.17} \\
\text{BG RRM}_{\text{constrained}}(\text{day}^{-1}) & : 1.56^{+0.18}_{-0.16} \\
\text{BG RRM}_{\text{un-constrained}}(\text{day}^{-1}) & : 0.93^{+0.43}_{-0.36}
\end{align*}  \hspace{1cm} (4.20)

Figure 4.14(b) shows the 1, 2 and 3$\sigma$ confidence intervals of the fit result with (coloured intervals) and without (clear intervals) using the reactor-off data. Adding the reactor-off constraints increases the sensitivity of the measurement, but both measurements are perfectly compatible, proof of the robustness of the technique.

DC-III n-H

Using neutron capture on Hydrogen instead of Gadolinium increases the active detection volume to include the $\gamma$-Catcher, thus increases the expected number of IBD candidate from the case of Target only. However using exclusively n-H captures lowers significantly the efficiency of the Target where $\sim$ 80% of the neutrons capture on Gd. Moreover, the $\gamma$-catcher is more contaminated by Accidentals, and the vertex reconstruction is optimized for the Target. In addition, the liquid of the $\gamma$-Catcher has not been weighed before filling, thus the proton number in the $\gamma$-Catcher is not as well known as in the target, intrinsically limiting the sensitivity to $\theta_{13}$.

Nevertheless, the proof of concept of the feasibility of an Hydrogen analysis have been demonstrated in [49], and was further improved in [50] by the development of the ANN to reject Accidentals.

In DC-III n-H, the Fast Neutron shape was found not to be flat, as was the case in n-Gd. Thus, the energy window of the prompt energy was opened up to 60 MeV, to provide a better handle on Correlated Background shape. Figure 4.15 shows the correlated spectrum, studied with both the Outer Veto tagged sample (blue dots) and the Inner Veto tagged sample (red dots), both scaled to the selected IBD candidates (black dots). The shape is described by a 3-parameter exponential function: $dN/dE = p_0 \times \exp(-p_1 \times E) + p_2$.

Those parameters enter as input parameters to the Rate+Shape fit presented in Table 4.4. Figure 4.16(a) shows the prompt energy spectrum and the fitted background models. Figure 4.16(b) shows the ratio of the background-subtracted data to the no-oscillation hypothesis. The red line corresponds to the best fit result for the n-H analysis. The deficit at low energy corresponds to the oscillation pattern. n-Gd (in blue) and n-H (in red) data are compared, along with their systematic uncertainties. The 5 MeV distortion is present and fully consistent with the one observed in n-Gd.

The robustness of the fit to the 5 MeV distortion was tested by performing cross-checks excluding the [4.25; 5.75] MeV region, or fitting only the [1; 4.0] MeV region. The values of $\sin^2(2\theta_{13})$ found were within 1$\sigma$ of the initial result over the full energy window.
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Table 4.4: Input parameters to the Rate+Shape fit and their output values for the DC-III n-H analysis [50], assuming a Normal mass Hierarchy.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy Scale $\epsilon_a$ (MeV)</td>
<td>$0 \pm 0.067$</td>
<td>$-0.008^{+0.028}_{-0.020}$</td>
</tr>
<tr>
<td>Energy Scale $\epsilon_b$</td>
<td>$0 \pm 0.022$</td>
<td>$-0.007^{+0.007}_{-0.009}$</td>
</tr>
<tr>
<td>Energy Scale $\epsilon_c$ (/MeV)</td>
<td>$0 \pm 0.0006$</td>
<td>$0.0005^{+0.0006}_{-0.0005}$</td>
</tr>
<tr>
<td>Rate Cosmogenics (day$^{-1}$)</td>
<td>$0.95^{+0.57}_{-0.33}$</td>
<td>$1.60^{+0.21}_{-0.24}$</td>
</tr>
<tr>
<td>Rate Accidentals (day$^{-1}$)</td>
<td>$4.33 \pm 0.011$</td>
<td>$4.33 \pm 0.011$</td>
</tr>
<tr>
<td>Rate Correlated (day$^{-1}$)</td>
<td>$1.55 \pm 0.15$</td>
<td>$1.62 \pm 0.10$</td>
</tr>
<tr>
<td>FN shape $p_0$ (/MeV)</td>
<td>$12.52 \pm 1.36$</td>
<td>$12.33 \pm 1.34$</td>
</tr>
<tr>
<td>FN shape $p_1$ (/MeV)</td>
<td>$0.042 \pm 0.015$</td>
<td>$0.037^{+0.015}_{-0.013}$</td>
</tr>
<tr>
<td>FN shape $p_2$ (/MeV)</td>
<td>$0.79 \pm 1.39$</td>
<td>$0.39^{+1.48}_{-1.30}$</td>
</tr>
<tr>
<td>Residual $\bar{\nu}_e$</td>
<td>$2.73 \pm 0.82$</td>
<td>$2.81 \pm 0.82$</td>
</tr>
<tr>
<td>$\Delta m^2_{31} (10^{-3} \text{eV}^2)$</td>
<td>$2.44^{+0.09}_{-0.10}$</td>
<td>$2.44^{+0.09}_{-0.10}$</td>
</tr>
<tr>
<td>$\sin^2(2\theta_{13})$</td>
<td>$0.124^{+0.030}_{-0.039}$</td>
<td></td>
</tr>
<tr>
<td>$\chi^2_{\text{min}} / \text{d.o.f}$</td>
<td>69.4/38</td>
<td></td>
</tr>
</tbody>
</table>

The reported value for $\theta_{13}$ for the Rate+Shape analysis is $\sin^2(2\theta_{13}) = 0.124^{+0.030}_{-0.039}$ with a $\chi^2_{\text{min}} / \text{d.o.f} = 69.4/38$ (instead of 30.7/32 when excluding the [4.25; 5.75] MeV region).

A RRM analysis was performed for the n-H sample. Figure 4.17 shows the results of the
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Figure 4.16: DC-III n-H Rate+Shape fit [50]:
4.16(a): Prompt energy spectrum with fitted background and no-oscillation expected spectrum. The black points are the data, the blue crossed area corresponds to Accidental, the dominant background, the green striped area correspond to the Cosmogenic background, and the pink stripped area corresponds to the Correlated Background. The blue line presents the expected un-oscillated spectrum with the fitted background model.
4.16(b): Ratio of background-subtracted data to the no-oscillation prediction. n-Gd (in blue) and n-H (in red) data are compared along with their total systematic uncertainties.

RRM linear fit. The black dotted line presents the no-oscillation hypothesis, and the blue dashed line presents the best fit with $\sin^2(2\theta_{13}) = 0.095^{+0.038}_{-0.039}$, with a $\chi^2$/n.o.f= 7.4/6.

The fit is also performed without constraints on the background rate, and this with and without the reactor-off period, providing cross-checks of the background model and background-independent measurement of $\theta_{13}$.

Results on the background rate are presented in Equation 4.21:

\[
\begin{align*}
\text{BG input (day}^{-1}\text{)} & : 6.83^{+0.59}_{-0.36} \\
\text{BG RRM}_{\text{constrained (day}^{-1}\text{)} } & : 7.27 \pm 0.49 \\
\text{BG RRM}_{\text{un-constrained (day}^{-1}\text{)}} & : 8.23^{+0.88}_{-0.87}
\end{align*}
\]

Figure 4.17(b) shows the 1, 2 and 3\(\sigma\) confidence intervals of the fit result without background constraints, and with (coloured intervals) and without (clear intervals) the reactor-off period. Adding the reactor-off period changes the central value slightly, but reduces the uncertainties by $\sim 20\%$.

Combined RRM Analysis

A combined RRM analysis was performed on both n-H and n-Gd samples. The two samples are independent. Although correlations exist on the detection systematics in the Target, detection systematic uncertainties are considered fully uncorrelated in order to make the most
Chapter 4: $\theta_{13}$ Measurements

Figure 4.17: DC-III n-H Reactor Rate Modulation analysis:
4.17(a): Observed $\bar{\nu}_e$ rate versus the expected rate for different thermal powers with background constraints and using reactor-off data.
4.17(b): $\chi^2$ scan without background constraints, with and without reactor-off data.

Observed IBD candidate rates are plotted Figure 4.18(a) as a function of the expected rates for both n-Gd and n-H samples, as well as the best fit result for both with background constraints and using reactor-off period.

Figure 4.18(b) shows the $\chi^2$ scans when releasing the background constraints and using the reactor-off data.

The best fit result for the joint analysis of DC-III n-H and n-Gd is $\sin^2(2\theta_{13}) = 0.088 \pm 0.033$ with a $\chi^2_{\text{min}}$/d.o.f. = 11.0/13.

The n-H analysis achieved a level of sensitivity comparable to n-Gd such that adding the n-H information in a joint fit improves the uncertainty on the determination of $\sin^2(2\theta_{13})$.

4.5 $\theta_{13}$ analysis in the two-detectors configuration

DC-IV is the first Double Chooz analysis in the full 2-detectors configuration. This milestone is particularly important for the experiment, as the commissioning of the Near Detector allows to greatly reduce systematics linked to the reactor flux normalization and to the detection efficiencies.
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Figure 4.18: Combined n-Gd+n-H RRM fit.
4.18(a): RRM fit with background constraints.
4.18(b): $\chi^2$ scan for the combined fit without background constraints, but using the reactor-off period. The results for n-Gd are shown at the top, and those for n-H are shown at the bottom.

Table 4.5: Summary table of the different values of $\sin^2(2\theta_{13})$ measured in DC-III (assuming a Normal Hierarchy).

<table>
<thead>
<tr>
<th>Analysis</th>
<th>$\sin^2(2\theta_{13})$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-Gd R+S</td>
<td>$0.090^{+0.032}_{-0.029}$</td>
</tr>
<tr>
<td>n-Gd RRM</td>
<td>$0.090^{+0.034}_{-0.035}$</td>
</tr>
<tr>
<td>n-H R+S</td>
<td>$0.124^{+0.030}_{-0.039}$</td>
</tr>
<tr>
<td>n-H RRM</td>
<td>$0.095^{+0.038}_{-0.039}$</td>
</tr>
<tr>
<td>combined RRM</td>
<td>$0.088 \pm 0.033$</td>
</tr>
</tbody>
</table>

Suppression of Reactor Systematics

The best case for a $\theta_{13}$ experiment with multiple reactors and detectors is to be able to position all the detectors on the iso-flux line, i.e. position the detectors in such a manner that the contribution of each reactor to the total flux seen by a detector is the same for each detector. In this particular case, and assuming the running periods of all detectors are identical, the Near Detector becomes a perfect monitor of the reactor $\bar{\nu}_e$ flux for the others, except for the geometrical effect of solid angle acceptance. $\sin^2(2\theta_{13})$ could then be extracted from
a simple comparison between the two detectors, and the un-oscillated flux prediction then becomes irrelevant. Moreover, in that exact case, the reactor flux prediction systematics on flux normalization, formerly of the order of $\sim 1.7\%$ for the single-detector phase, are totally suppressed.

Systematic uncertainties on flux prediction in the Near and Far Detectors can be divided into two kinds: correlated and uncorrelated. Correlated uncertainties are linked to identical prediction biases in both detectors, and un-correlated uncertainties are linked to different prediction biases. In multi-detector configuration, correlated uncertainties are fully suppressed, leaving only the uncorrelated part of the uncertainty that could be partially reduced given the iso-flux conditions.

Concerning Double Chooz, the location of the detectors was optimized to best verify the iso-flux condition. However, because of the difficulties to install an experiment on a nuclear power plant site, it was not possible to place the two detectors exactly on the iso-flux line. Therefore, the prediction flux from each reactor will remain necessary, and systematic uncertainties cannot be fully suppressed.

The effects of iso-flux conditions on the full systematic uncertainty on the un-oscillated $\bar{\nu}_e$ prediction has been studied in [88]. In this article, a generic study was performed in order to compute the suppression factor (SF) on flux prediction systematics in multi-detector configuration for the three reactor $\bar{\nu}_e$ experiments for short baselines Double Chooz, RENO and Daya Bay.

The SF accounts only for the error suppression provided by the iso-flux status of the experimental setup and reflects the ability of each experiment to reduce the overall reactor uncertainty relative to the simplest case of one detector with one reactor configuration where no cancellation is expected ($\sigma_{\text{pred}} \approx 1.7\%$). The convention used is that the smaller the SF, the smaller the final reactor flux error systematic. SF ranges in the interval $[0,1]$, a null value for SF stands for a total cancellation of reactor systematics while a value of 1 stands for no reactor systematics reduction.

Figure 4.19(a) shows the SF for the experimental set-up of Double Chooz as a function of the anti-symmetry between the fluxes from reactors B1 and B2 and of the Uncertainty Type Asymmetry defined as:

$$\text{Flux Asymmetry} = (\phi_B - \phi_{\text{ref}})/(\phi_B + \phi_{\text{ref}})$$

where $\phi_{\text{ref}}$ and $\phi_B$ are the fluxes emitted by reactors B1 and B2 respectively, and :

$$\text{Uncertainty Type Asymmetry} = (\delta^c - \delta^u)/(\delta^c + \delta^u)$$

where $\delta^c$ and $\delta^u$ correspond respectively to the correlated and uncorrelated components of the total reactor flux uncertainty per individual reactor.

On this plot, a SF of zero means that the systematic uncertainty on the reactor flux is fully suppressed. This is only achievable when one of the two reactors is off (flux asymmetry = -1), or when only the correlated component of the uncertainty is left (uncertainty type asymmetry = 1). For intermediary cases, the two reactors have different thermal power levels and thus different flux contributions. The least favourable case is when the Uncertainty Type Asymmetry = $-1$ and the Flux Asymmetry $\approx 0.2$, which leads to a maximal SF of $\sim 0.12$. 
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Figure 4.19(b) shows the evolution of SF for Double Chooz, Daya Bay and RENO set-ups as a function of the Uncertainty Type Asymmetry. Two cases are taken in consideration, the first one, for a data taking period with all reactors at nominal power, and the second one, considering a data taking period of one year, while assuming a two-month fuel re-processing period. It can be noted that:

- Thanks to its simple configuration, Double Chooz is the experiment with the lowest SF.
- Despite having numerous reactors, Daya Bay shows a SF higher than RENO because of the use of multiple Near experimental halls, while RENO only uses one to monitor six reactors.

(a) SF for the DC multidetector configuration.  
(b) SF comparison for DC, Daya Bay and RENO experiments.

Figure 4.19: 4.19(a): Double Chooz suppression factor on reactor flux uncertainty in multiple detector configuration as a function of the reactor flux uncertainty type asymmetry (y-axis) and the reactor power flux asymmetry (x-axis) defined as $(B_2 - B_1)/(B_2 + B_1)$ (i.e. the flux difference between the reactor B1 and B2).

4.19(b): The variation of SF to the reactor uncertainty type asymmetry, defined as $(c - u)/(c + u)$, is shown for DC-II, RENO and Daya Bay. All experiments have assumed, so far, their errors to be reactor uncorrelated; i.e. $(c - u)/(c + u) ≠ 1.0$. Double Chooz benefits the best SF ($≈ 0.1$) due to its almost iso-flux site. RENO has a large spread in the distances between the reactors and detectors and therefore has the highest SF. Both full reactor power (dashed lines) and simple refuelling scenario (solid lines) are shown.

Reactor systematics in single-detector configurations for FD-I, FD-II and ND are summarized in Table 4.6. The SF for DC-IV FD-II and ND was computed to 0.08, corresponding to a reduction of the reactor systematics by a factor $≥ 20$ from the single-detector configuration. This leads to a remaining reactor flux normalization of $≈ 0.07\%$ out of the initial $≈ 1.7\%$.

4.5.a Reduction of Detection Systematics

In addition to suppressing reactor systematics, the multi-detector configuration allows to lower the uncertainty linked to the signal normalization because of the correlations in the detection systematics: a detection bias correlated between the Near and Far Detectors does not affect the ratio of events in both detectors, provided that the bias is identical.
Table 4.6: Reactor uncertainties for DC-IV analyses. Numbers in red are correlated in 2-detector analysis, and numbers in blue cancel when the two detectors run at the same time.

<table>
<thead>
<tr>
<th>Origin</th>
<th>FD-I (%)</th>
<th>FD-II (%)</th>
<th>ND (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bugey-4 normalization</td>
<td>$\langle \sigma_f \rangle^{B4}$</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>Energy per fission</td>
<td>$\langle E_f \rangle$</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>Spectrum+Cross Section</td>
<td>$S_k(E) \oplus \sigma_{IBD}(E)$</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>Baselines</td>
<td>$L$</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Fission Fraction</td>
<td>$\alpha_k$</td>
<td>0.82</td>
<td>0.74</td>
</tr>
<tr>
<td>Thermal Power</td>
<td>$P_{th}$</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>Total (single detector)</td>
<td></td>
<td>1.70</td>
<td>1.66</td>
</tr>
<tr>
<td>Correlation (FD-I:FD-II)</td>
<td>$\rho(\text{FD-I}:\text{FD-II})$</td>
<td>0.72</td>
<td></td>
</tr>
<tr>
<td>Correlation (FD-II:ND)</td>
<td>$\rho(\text{FD-II}:\text{ND})$</td>
<td>&gt;0.99</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.7 summarizes the detection systematics for each of the FD-I, FD-II and ND detectors. It can be noted that the detector systematics are suppressed by a factor of $\sim 2$ in the two-detector configuration compared to the single-detector configuration.

Table 4.7: DC-IV detection uncertainties. Numbers in blue correspond to uncorrelated uncertainties in multi-detector analysis.

<table>
<thead>
<tr>
<th>Origin</th>
<th>FD-I (%)</th>
<th>FD-II (%)</th>
<th>ND (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background Vetoes</td>
<td>0.11 (0.11)</td>
<td>0.09 (0.09)</td>
<td>0.02 (0.02)</td>
</tr>
<tr>
<td>IBD selection</td>
<td>0.21 (0.21)</td>
<td>0.16 (0.16)</td>
<td>0.07 (0.07)</td>
</tr>
<tr>
<td>Gd fraction</td>
<td>0.25 (0.14)</td>
<td>0.26 (0.15)</td>
<td>0.28 (0.19)</td>
</tr>
<tr>
<td>Spill effects</td>
<td>0.27 (0)</td>
<td>0.27 (0)</td>
<td>0.27 (0)</td>
</tr>
<tr>
<td>Proton Number</td>
<td>0.30 (0)</td>
<td>0.30 (0)</td>
<td>0.30 (0)</td>
</tr>
<tr>
<td>Total</td>
<td>0.49 (0.26)</td>
<td>0.47 (0.22)</td>
<td>0.38 (0.15)</td>
</tr>
</tbody>
</table>

4.5.b DC $\theta_{13}$ results for DC-IV analysis

Double Chooz presented the first preliminary results for $\theta_{13}$ analysis in the two-detector configuration (DC-IV) at the Moriond 2016 Conference [58]. Those results bore on the n-Gd analysis only and a data taking period of approximately nine months. An update was presented at the NEUTRINO2016 conference [89], two new analyses (n-Gd and Gd++) were presented, bearing on a 15 months live time period in the two-detector configuration. However, the final $\theta_{13}$ result associated with these analyses could not be presented, but a release of the results in a CERN seminar in September 2016 is announced.

In this section, we will focus on the fit results presented in the Moriond Conference [58].
4.5c $\theta_{13}$ Fit

Different approaches can be used to perform the $\theta_{13}$ fit in a multiple detector configuration. A first method consists in building a $\chi^2$ function considering the Near Detector data as prediction for the Far Detector (data-to-data method). The main advantage of this technique is to reduce the dependency to the MC, and therefore to reduce the potential bias due to the MC. The main drawback is that there is no Near Detector data to compare to the Far Detector in the single-detector phase (FD-I). A hybrid method is therefore necessary, to compare data to data for the two-detector phase, and data to MC for the single-detector phase. An additional constraint is introduced on the background shapes in the Near to Far Detector comparison.

For the results presented in Moriond, a data-to-MC approach similar to the one used in the single-detector phase was used to fit $\theta_{13}$. In this method, the $\chi^2$ function compares the data of each detector to a reactor flux prediction:

$$
\chi^2 = \sum_{i=1}^{N_{\text{obs}}} \sum_{j=1}^{N_{\text{pred}}}(\Delta N_{\text{FD-I}}^{\text{pred}} - (N_{\text{FD-I}}^{\text{obs}}), (N_{\text{FD-II}}^{\text{pred}} - (N_{\text{FD-II}}^{\text{obs}}), (N_{\text{ND}}^{\text{pred}} - (N_{\text{ND}}^{\text{obs}}))) \times M_{ij}^{-1} \frac{(N_{\text{FD-I}}^{\text{obs}} - (N_{\text{FD-I}}^{\text{pred}})) (N_{\text{FD-II}}^{\text{obs}} - (N_{\text{FD-II}}^{\text{pred}})) (N_{\text{ND}}^{\text{obs}} - (N_{\text{ND}}^{\text{pred}}))}{(\Delta N_{\text{FD-I}}^{\text{obs}})^2 + (\Delta N_{\text{FD-II}}^{\text{obs}})^2 + (\Delta N_{\text{ND}}^{\text{obs}})^2}
$$

$$
+ \sum_{\text{FN,Acc}} (B_{\text{FD-I}} - (B_{\text{FD-I}})^0, B_{\text{FD-II}} - (B_{\text{FD-II}})^0, B_{\text{ND}} - (B_{\text{ND}})^0)
$$

$$
\times \frac{(\sigma_{B_{\text{FD-I}}})^2}{\rho_{B_{\text{FD-I}}}} \frac{(\sigma_{B_{\text{FD-II}}})^2}{\rho_{B_{\text{FD-II}}}} \frac{(\sigma_{B_{\text{ND}}})^2}{\rho_{B_{\text{ND}}}}
$$

$$
\times \left( (\beta_{B_{\text{FD-I}} - (B_{\text{FD-I}})}^2, \beta_{B_{\text{FD-II}} - (B_{\text{FD-II}})}^2, \beta_{B_{\text{ND}} - (B_{\text{ND}})}^2) \right)
$$

$$
+ 2 \left( N_{\text{off}}^{\text{obs}} \times \ln \left( \frac{N_{\text{off}}^{\text{pred}}}{N_{\text{off}}^{\text{obs}}} \right) + N_{\text{off}}^{\text{pred}} - N_{\text{off}}^{\text{obs}} \right)
$$

(4.24)

The first term of the $\chi^2$ definition compares the data and MC spectrum for each detector $k$, with $k = \text{FD-I, FD-II and ND}$. $N_{\text{obs}}^{k}$ and $N_{\text{pred}}^{k}$ are respectively the number of measured and expected events in the detector $k$. The matrix $\{M_{ij}\}$ is a covariance matrix that contains systematic uncertainties on the reactor flux, the energy scale, the detection efficiency, and the Accidental and $^9\text{Li}$ shapes, as well as the statistical uncertainties. It also accounts for the correlation between systematic uncertainties, and thus, the SF previously described.

The second term corresponds to the pull term associated to the $\Delta m_{13}^2$ parameter using the MINOS measurement.

The third term accounts for the constraints on Fast Neutrons and Accidental background rates, $B_k$ and $(B_k)^0$ are respectfully the fitted background rate and the estimated background rate for the detector $k$. Uncertainties on background rates are noted $\sigma_{B_k}$ and the inter-detector correlation on background rates are noted $\rho_{B_k B_j}$.

The fourth term represents the contribution from the reactor-off measurements for the FD-I.
and is the same as in the Rate+Shape fit of DC-III.

The advantage of this method is that it is very similar to the one used in DC-III, as being a simple extension of the single-detector analysis, and allows to keep the statistics of the single-detector phase, which would not be possible in a simple Near data to Far data comparison. However, the measurement still relies heavily on the MC, and a possible normalization bias could remain if the two detectors are not normalised to the MC the same way.

4.5.d $\theta_{13}$ Results

The event selection is the same as presented in Section 4.2. At the Moriond Conference, the Stopping Muon rejection used the Chimney Pulse Shape variable (CPS). The CPS variable, defined in more details later in Section 6.4.f, is the ratio of the event’s pulse shape likelihoods computed at the reconstructed vertex, and assuming that the event took place in the Chimney. The Stopping Muon rejection was achieved by the following cut:

$$CPS_{\text{prompt}} + CPS_{\text{delayed}} > 2$$  \hspace{1cm} (4.25)

The distribution of CPS prompt versus delayed can be found in Figure 4.20. The red line materializes the cut position. Events below this line are rejected as Stopping Muons.

The remaining background rates are summarized in Table 4.8 for the results presented at the Moriond Conference. New background studies have been performed since then, and a new analysis using neutron captures on Gd and H was developed in parallel, called Gd++. The latest background rates, that I had the opportunity to present in a poster at the NEUTRINO2016 Conference [90], are summarized in Table 4.9. The new analyses consistently lowered the uncertainty on the individual background rates, in an effort to reduce the systematic uncertainties in the output of the $\theta_{13}$ fit.
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Table 4.8: DC-IV Backgrounds summary for the n-Gd analysis presented at the Moriond 2016 conference [58].

<table>
<thead>
<tr>
<th>BG source</th>
<th>FD-I</th>
<th>Reactor off</th>
<th>FD-II</th>
<th>ND</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accidental (day$^{-1}$)</td>
<td>0.070 ± 0.003</td>
<td>0.106 ± 0.002</td>
<td>0.344 ± 0.002</td>
<td></td>
</tr>
<tr>
<td>Fast Neutrons (day$^{-1}$)</td>
<td>0.586 ± 0.061</td>
<td></td>
<td></td>
<td>3.42 ± 0.23</td>
</tr>
<tr>
<td>Cosmogenics (day$^{-1}$)</td>
<td>0.97$^{+0.41}_{-0.16}$</td>
<td></td>
<td></td>
<td>5.01 ± 1.43</td>
</tr>
</tbody>
</table>

Table 4.9: DC-IV Backgrounds summary for n-Gd and Gd++ analyses presented at NEUTRINO2016.

<table>
<thead>
<tr>
<th>BG source</th>
<th>n-Gd</th>
<th>Gd++</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FD-I</td>
<td>FD-II</td>
</tr>
<tr>
<td></td>
<td>FD-I</td>
<td>FD-II</td>
</tr>
<tr>
<td>Accidental (day$^{-1}$)</td>
<td>0.069 ± 0.002</td>
<td>0.118 ± 0.006</td>
</tr>
<tr>
<td>Fast Neutrons (day$^{-1}$)</td>
<td>0.43 ± 0.03</td>
<td>0.51 ± 0.04</td>
</tr>
<tr>
<td>Cosmogenics (day$^{-1}$)</td>
<td>0.87 ± 0.42</td>
<td>4.67 ± 1.42</td>
</tr>
<tr>
<td>Reactor-OFF (day$^{-1}$)</td>
<td>0.76 ± 0.38</td>
<td></td>
</tr>
<tr>
<td>Signal/ΣBG</td>
<td>23.80</td>
<td>27.00</td>
</tr>
</tbody>
</table>

The $\chi^2$ function defined in Equation 4.24 includes the three detectors and their correlations, i.e. the three spectra are fitted at the same time. Figure 4.21 shows the prompt energy spectrum for each detector for the n-Gd analysis presented at Moriond 2016. The fitted spectra of individual backgrounds are superimposed to the data and the blue line corresponds to the un-oscillated best fit.

![Figure 4.21: Prompt energy spectra of the DC-IV n-Gd analysis presented at Moriond 2016. The black dots are the data points, the blue line is the un-oscillated prediction, and the coloured histograms are the individual backgrounds.](image)

Figure 4.22 shows the ratio of the data with subtracted backgrounds to the un-oscillated prediction. The yellow boxes show the systematic uncertainties with the assumption of only one detector and the green boxes show the fraction of the systematic uncertainties that can be reduced in the multi-detector treatment. The Near Detector is slightly impacted by $\theta_{13}$, thus, a small deficit should be visible when comparing to the un-oscillated prediction. The deficit is not observed, hinting towards a possible bias in the flux normalization of the MC in the Near Detector.
Figure 4.22: Ratio of the data to un-oscillated prediction after subtraction of the background model:
4.22(a): Ratio of the data to prediction FD-I.
4.22(b): Ratio of the data to prediction FD-II.
4.22(c): Ratio of the data to prediction ND.
4.22(d): Ratio of the Far to Near data for the two-detector configuration (FD-II/ND) superimposed to the best fit function and errors in the data-to-MC case.

Figure 4.22(d) shows the ratio of the Far data to the Near data during the two-detector phase (FD-II/ND). It is to be noted that the distortion at 5 MeV disappears when comparing data-to-data, consistent with the behaviour observed by RENO and Daya Bay. The fit and errors displayed on this plot are computed by the three data-to-MC fits, and are simply overlayed here for reference.

The measured value for $\sin^2(2\theta_{13})$ is $0.111 \pm 0.018$ with a $\chi^2$/d.o.f. = 128.8/120, corresponding to an exclusion of the no-oscillation hypothesis at 5.8\sigma C.L.
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![Comparison of the latest Double Chooz result to the other $\theta_{13}$ experiments in the world.](image)

*Figure 4.23: Comparison of the latest Double Chooz result to the other $\theta_{13}$ experiments in the world.*

The measured rates of Fast Neutrons and $^9$Li backgrounds are:

Fast Neutrons \[0.534 \pm 0.035 \text{ d}^{-1} \text{ (FD)} \quad 3.53 \pm 0.16 \text{ d}^{-1} \text{ (ND)}\]

Cosmogenic ($^9$Li) \[0.75 \pm 0.14 \text{ d}^{-1} \text{ (FD)} \quad 4.89 \pm 0.78 \text{ d}^{-1} \text{ (ND)}\]

Figure 4.23 shows the comparison of the latest value of $\sin^2(2\theta_{13})$ measured by Double Chooz to the other $\theta_{13}$ experiments in the world. A tension with the current best measurement by Daya Bay of $1.6\sigma$ appears. This situation is likely to evolve with the up-coming DC-IV analysis with more statistics and a better handling of the MC normalization.

### 4.6 Conclusion

Statistical uncertainties can only be reduced with increasing the live time, however, by demonstrating the feasibility of a n-H based analysis with a final uncertainty of a similar order than the n-Gd analysis, the possibility to increase the size of the active detection volume allowed to double the IBD rate. This was made possible by an important effort on understanding and rejecting backgrounds, especially the Accidental background, predominant in the n-H analysis. The knowledge acquired on the backgrounds, as well as on the detection efficiency, allowed to lower these systematic uncertainties even faster than the reduction of the statistical uncertainty, proportional to $1/\sqrt{\text{live-time}}$. The Rate+Shape fit helped constrain the background uncertainty by fitting simultaneously the backgrounds and the IBD rates and spectral shapes. These behaviours are shown in Figure 4.24 where the evolution of the different sources of uncertainties is illustrated. Each vertical series of points correspond to an analysis and their corresponding live-time and uncertainty level. The latest series of points correspond to the DC-IV n-Gd analysis presented at the Moriond 2016 conference. Introducing the inter-detector and -reactor correlations allows to greatly reduce the uncertainties compared to their un-correlated treatment.
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![Graph showing evolution of various sources of uncertainties as a function of the live-time for successive n-Gd analyses of Double Chooz.](image)

Figure 4.24: Evolution of the various sources of uncertainties as a function of the live-time for the successive n-Gd analyses of Double Chooz.

The table 4.10 summarizes the successive values of $\sin^2(2\theta_{13})$ measured by Double Chooz.

Table 4.10: Summary table of the different values of $\sin^2(2\theta_{13})$ measured in DC-III and DC-IV (assuming a Normal Hierarchy).

<table>
<thead>
<tr>
<th>Analysis</th>
<th>$\sin^2(2\theta_{13})$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC-III n-Gd R+S</td>
<td>$0.090^{+0.032}_{-0.029}$</td>
</tr>
<tr>
<td>DC-III n-Gd RRM</td>
<td>$0.090^{+0.034}_{-0.035}$</td>
</tr>
<tr>
<td>DC-III n-H R+S</td>
<td>$0.124^{+0.030}_{-0.039}$</td>
</tr>
<tr>
<td>DC-III n-H RRM</td>
<td>$0.095^{+0.038}_{-0.039}$</td>
</tr>
<tr>
<td>DC-III combined RRM</td>
<td>$0.088 \pm 0.033$</td>
</tr>
<tr>
<td>DC-IV n-Gd R+S</td>
<td>$0.111 \pm 0.018$</td>
</tr>
</tbody>
</table>

Double Chooz strived to increase the quality of the analysis in order to increase the sensitivity to $\theta_{13}$ by presenting new analyses methods (Rate+Shape, n-H and RRM). All methods developed are in agreement, and the different estimations of our backgrounds allow to achieve the best relative uncertainties on our background model.

The proposal for the experiment suggested a sensitivity for $\sin^2(2\theta_{13})$ from 0.2 to 0.03 with two detectors [6]. The latest result for the single-detector phase reached the proposal sensitivity with an uncertainty of 0.033, but with a single detector. Using both detector decreases the systematic uncertainties even further to 0.018.
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Fast Neutron Background measurement : DCTPC

As explained in Section 4.2.b, a major source of background for low background experiments such as neutrino oscillations or dark-matter detection consists in fast neutrons, mostly produced by atmospheric muons interacting in surrounding materials, or by \((\alpha, n)\) decays from natural radioactivity of the ambient rock. Double Chooz Time Projection Chamber (DCTPC), a portable directional neutron detector, has been designed to provide a measurement of the neutron flux, spectra and direction in both Double Chooz detector laboratories [91].

5.1 Production of Fast Neutrons

Neutrons are generated underground by two sources; the first through the interactions of muons and the second from natural radioactivity. At depths greater than a few tens of meters, radioactive processes are the dominant source of neutron production. The neutrons produced via radioactivity are low energy neutrons, typically less than 10 MeV and therefore can be well shielded against. The neutron spectrum from muon spallation, however, is harder and the resulting neutrons have energies that can extend up to several GeV. The muon-induced component is far harder to shield, since there is an equilibrium with the muon and hadron flux in the rock, the shielding material can produce more neutrons than it removes.

5.1.a Muon induced neutrons

The mechanisms through which cosmic ray muons produce neutrons are:

**Negative muon capture on nuclei:** a low energy negative muon can be attracted by the Coulomb field of a nucleus forming a ‘muonic atom’ bound state. This bound muon quickly cascades to the 1s state where it can either undergo decay or nuclear capture.

\[
\mu^- + A(Z,N) \rightarrow \nu_{\mu} + A(Z - 1, N + 1)
\]

The number of neutrons from muon capture is a combination of the flux of stopping \(\mu^-\) at the given depth, the capture probability, which depends on the target material and is proportional to \(Z_{\text{target}}^4\), and the neutron multiplicity following capture. The muon-induced neutron rate is more important for shallow depth laboratories, such as Double
Chooz laboratories, with 150 and 400 m.w.e., as the muon energy spectrum is softer and thus the rate of stopping muon is higher.

**Electromagnetic showers:** as a muon passes through matter, photons and electrons from bremsstrahlung and pair production are emitted and produce particle showers. Typically this contribution is small for rock, but the cross-sections increase with $Z^2$ and become important for high-Z targets such as lead, often used as detector shielding, producing neutrons from the detector shielding.

**Muon spallation:** muon spallation via virtual photon exchange, as illustrated in Figure 5.1. This process is one of the least understood processes for high energy muons.

![Figure 5.1: Diagram of the muon spallation process, in which the muon knocks a neutron out of a nucleus by exchange of a virtual photon.](image)

**Muon-nucleon quasi-elastic scattering:** neutrons are knocked-out of the nucleus by high energy muons.

**Secondary neutron production from previous processes:** primary particles produced in the above processes also interact with the dense media such as rock, shielding and detector materials to produce secondary neutrons. Such processes quickly dominate at large depths with contributions becoming as high as 75% at deep sites, i.e. with a hard muon spectrum.

Of interest to us are measurements made at shallow sites; Palo Verde, Stanford Underground Facility and Russian facilities. Measurements are usually performed using Gadolinium-loaded liquid scintillators. Theoretical models show that muon-induced neutron rate should grow as $\sim E_{\mu}^{0.75}$ [92], which is compatible with the behaviour observed in Figure 5.2, from [93], that shows the evolution of the total muon-induced neutron yield in liquid scintillator as a function of the mean muon energy for sites at various depths, thus with harder spectra as their depth increases.

However, although the neutron production from muons is well understood in liquid scintillator, the neutron background in Double Chooz is not produced in the detector itself. Indeed, the muon tagging efficiency is very high, and a veto of 1 ms is applied upon detection of a muon. The neutron background is actually produced outside the detector, in the surrounding rock, either induced by muons or from natural radioactivity ($\alpha, n$) reactions. This rock-produced neutron flux is more difficult to compare from one site to another because of high variability in rock compositions.
5.1.b Natural Radioactivity

In addition to muon induced production, neutrons can be emitted by \((\alpha, n)\) reactions with low Z materials and also via spontaneous fission. Although muon-induced production is dominant at shallow sites, the muon flux quickly decreases with depth, and the emission from radioactivity becomes predominant, as shown in Figure 5.3.

Figure 5.2: The total muon-induced neutron yield in liquid scintillator as a function of the mean muon energy. The line shows the fitting result of the FLUKA-1999 simulation study [94]. The data points, from left to right, are from respectively, the Stanford Underground Facility [95] (20 m.w.e.), a gypsum mine [96] (25 m.w.e), the Palo Verde experiment [97] (32 m.w.e.), a salt mine [96] (316 m.w.e), the Artemovsk Scientific Station [98] (750 m.w.e.), the Large Volume Detector (LVD) in Gran Sasso [94] (3650 m.w.e.), and the Large Scintillation Detector (LSD) in Mont Blanc [99] (5200 m.w.e.).

5.1.b Natural Radioactivity

In addition to muon induced production, neutrons can be emitted by \((\alpha, n)\) reactions with low Z materials and also via spontaneous fission. Although muon-induced production is dominant at shallow sites, the muon flux quickly decreases with depth, and the emission from radioactivity becomes predominant, as shown in Figure 5.3.

Figure 5.3: Relative importance of neutron production processes as a function of the depth [100].

Direct fission neutrons from uranium and Thorium (dominantly \(^{238}\text{U}\)) are sub-dominant to the alpha-n process.
Alpha-emitting daughters from the trace isotopes of $^{238}$U, $^{235}$U and $^{232}$Th in the laboratory surrounding rocks can produce neutrons through the $(\alpha,n)$ reaction. For the $^{232}$Th chain, the important alpha emitters are $^{216}$Po and $^{212}$Po, and for $^{238}$U, they are $^{218}$Po, $^{214}$Po, and $^{210}$Po.

Neutrons arise from the interaction of alphas on less abundant elements such as aluminium or sodium. The reaction is exoergic on light elements such as $^9$Be, $^{13}$C, $^{17}$O, $^{25}$Mg, or $^{43}$Ca, present in the surrounding rock.

Modane and LNGS laboratories observe a $1.6$ to $2.6 \times 10^{-6}$ n cm$^{-2}$ s$^{-1}$ fast neutron flux that corresponds to $2.6$ ppm of $^{238}$U, and $0.74$ ppm of $^{232}$Th in Gran Sasso rock, and $1.05$ ppm of $^{238}$U and $0.67$ ppm $^{232}$Th in Gran Sasso concrete walls [101].

Figure 5.4 shows a prediction of the neutrino energy spectrum in Gran Sasso, assuming a standard rock composition, and with the measured local rock composition. The two predictions show significant differences, hinting the importance of rock composition and thus, the difficulty to compare rock-produced neutrons from one experimental site to another.

![Figure 5.4: Neutron flux predictions by Mei et al. [101] for $(\alpha,n)$ neutron emission for different assumptions on the rock composition.](image)

### 5.2 Presentation of DCTPC

Double Chooz, and other $\theta_{13}$ experiments RENO and Daya Bay, are located at intermediate depths of hundreds of meters of water, where muon-induced and radioactivity-induced neutrons compete, depending on depth and rock composition. However, neutrons that constitute the background in such experiments are mostly of high energy, in order to be able to cross the shielding and the different volumes and interact in the Target, and therefore created by muons in the surrounding rocks or in the shielding itself.

DCTPC, presented in Figure 5.5, is a gaseous TPC, which was installed and operated for 6 months in each of the Double Chooz underground laboratories. It is a larger version of a previous first prototype [91] which was tested at MIT and ran for a period in the DC Far
Laboratory. Valuable experience was gained running this prototype, leading to the design of DCTPC. Many improvements were made, in particular the size of the chamber was increased. The slow control was also rewritten to allow a better operation at distance.

The active detection volume is composed of a 60 L time projection chamber (TPC) filled with a mixture of $^4$He and CF$_4$ (respectively 87.5% and 12.5%), at a pressure of 600 Torr (0.8bar). The $^4$He nuclei act as targets for fast neutron elastic scattering. The recoiling $^4$He nuclei in turn ionize the CF$_4$, leaving a primary ionization track. Inside the chamber, a drift field of 160 V cm$^{-1}$ is applied between the cathode mesh at the top and the ground mesh at the bottom (Fig 5.6). The field is kept uniform throughout the volume by a series of field shaping copper rings coupled together and to the meshes by identical resistors.

An amplification region is created between the ground mesh and the anode plate, separated by insulating cylinders, called spacers, of 440 μm diameter and placed 2.41 cm apart. A field of 1.75 kV cm$^{-1}$ amplifies the primary ionization by a factor of approximately $10^5$. Electrons from primary ionizations drift down towards the ground mesh, and an amplification avalanche takes place between the ground mesh and the anode plane. The light from the avalanche of the projected ionization track on the amplification plane is imaged by a CCD camera at the top of the detector. The charge of the primary ionization is read-out on the ground mesh by a fast amplifier, and that of the amplification avalanche is read-out by a charge-sensitive preamplifier.

5.2.a  CCD Readout

The CCD camera continuously takes images of the amplification plane (Fig. 5.7), with integration times of one second. The camera used is the Apogee Alta F6 low noise camera.
Figure 5.6: A schematic of the detector: the drift field is created by a cathode mesh, field-shaping rings attached to a resistor chain, and a ground mesh. Primary ionization from a recoiling nucleus drifts down to the ground mesh. The high-field amplification region is formed by the ground mesh and the anode plane. The ground mesh is read out with a fast amplifier and anode are readout with a charge-sensitive preamplifier. Scintillation light from the amplification region is recorded with the CCD camera.

With a hydroelectrically cooled grade 2 Kodak KAF 1001E CCD chip of 1024 × 1024 pixels (24 µm × 24 µm). In order to minimize dark current, we keep the CCD chip at a temperature of −20°C. A Nikon NIKKOR 50mm F1.2 lens is used with the camera. A sample of 100 bias frames are taken at the beginning of each run, with the shutter closed. The mean bias frame is then subtracted from the image read-out during data taking in order to prevent impact from pixels with unusually high values. To increase the signal-to-noise ratio, the image is rebinned by grouping 4 by 4 pixels. Clusters of more than 2 pixels with a weight of more than 3.7σ above the mean value of the image are considered to be tracks from nuclear recoils.

The CCD image provides the position of the projected track on the anode plane, as well as its horizontal angle \( \phi \) (see Figure 5.7). Moreover, the amount of light collected is proportional to the charge deposited on the anode plate, and therefore to the energy of the recoil.

Clearly visible on the image of the track is the Bragg peak, the increase in light at the end
of the track due to the increase in $dE/dX$ of the recoiling nucleus as it loses energy. Identifying the Bragg peak of a track gives the direction of recoil.

5.2.b Waveform Readout

The current induced in the ground mesh and the charge deposited on the anode plate are amplified by fast pre-amplifiers (respectively Route2Electronics HS_AMP_2nF and Cremat CR112) and digitized with a Flash-ADC CAEN N6720B (Fig. 5.7).

The waveforms are coded over 12 bits, with a sampling rate of 250 MS/s. The acquisition is done in auto-trigger mode. There is no external trigger system, the Flash-ADC records a waveform when the anode waveform crosses a fixed threshold of 40 mV.

The total deposited charge can be obtained in either of two ways, by integrating either the full ground mesh waveform or the anode waveform up to its maximum. The fall time of the anode waveform is dominated by the pre-amplifier’s discharge and is of no interest for our study.

The mesh rise time is defined as the necessary time for the mesh waveform to go from the baseline to the maximum amplitude of the waveform. The fall time is the necessary time for the waveform to fall from the maximum to 10% of the maximal amplitude. The sum of the mesh rise and fall times gives the collection time, the time necessary for all the charges to be collected on the amplification plane.

5.3 Backgrounds in DCTPC

DCTPC is a low pressure gaseous detector, with a pressure of 0.8 bar. The low density of the detecting volume is one of the strengths of this detector as it is insensitive to Minimum Ionizing Particles (MIP) such as atmospheric muons, ambient radioactivity $\gamma$ or $\beta$. These interacting particles have low $dE/dx$ and so will deposit energies below the sensitivity threshold of the detector. For low energy depositions, the signal-to-noise ratio of the CCD renders track
reconstruction impossible. Nuclear recoil however, have a high $dE/dX$ and those depositing more energy than 0.5 MeV are well detectable.

DCTPC is optimized to detect recoils of helium nuclei, thus any $\alpha$ emitter is a source of background for the experiment. $\alpha$ of unknown energies can be emitted by decays within the materials of the TPC, such as its stainless steel vessel, or the field-shaping copper rings. These sources are discarded by a simple requirement that the event’s track has to start within the volume of the TPC.

The materials, however, are naturally contaminated with traces of $^{238}\text{U}$ and $^{232}\text{Th}$. Among the daughter nuclei of these isotopes are $^{222}\text{Rn}$ and $^{220}\text{Rn}$ (Figure 5.8). Those two isotopes are gaseous at ambient conditions. They can out-gas into the detection volume and decay inside the sensitive region. DCTPC is then sensitive to all $\alpha$ decays in the rest of the chain, summarized in Table 5.1.

Figure 5.8: $^{238}\text{U}$ and $^{232}\text{Th}$ decay chains. The $^{238}\text{U}$ and $^{232}\text{Th}$ naturally present in the steel vessel decay into $^{222}\text{Rn}$ and $^{220}\text{Rn}$. Those are gaseous at room temperature and pressure, and can out-gas into the TPC volume. DCTPC is sensitive to $\alpha$ decays of all the daughter isotopes of Radon in the rest of the decay chains.

Additional contaminations may arise from opening the TPC for maintenance and letting in some air, containing natural levels of Radon. To reduce this contamination, the vessel is pumped down to $\sim 10^{-6}$ bar during 24 hours, to remove Radon as much as possible. During data taking at the Far Laboratory, the TPC operated very steadily and was kept closed, suppressing this contamination source. At the Near Laboratory however, the TPC required maintenance and so
had to be opened.

\[ \alpha \] from Radon and daughter isotopes decays are indistinguishable from genuine neutron-induced nuclear recoils, and happen randomly in the detection volume. Their energy ranges from 5 MeV to 10 MeV and lowers our neutron sensitivity in this region. The contamination below 4.5 MeV however is negligible, allowing a background-less neutron measurement. Future developments of the TPC should address the Radon problem, by changing the target nuclei from Helium to Neon (see Section 5.7) or by allowing for filtering-out of the Radon through active charcoals.

Since the energies of each \[ \alpha \] line is well known, they constitute a powerful calibration source, and a tool to verify the homogeneity and stability of the response of the TPC.

Radon isotopes \(^{222}\text{Rn}\) and \(^{220}\text{Rn}\) and their successive daughter nuclei are short lived compared to their respective parent nuclei (respectively 1602 years for \(^{226}\text{Ra}\) and 3.6 days for \(^{224}\text{Ra}\)). An equilibrium is thus established between Radon production and outgassing (slow process), and the radon and daughter nuclei decays (fast process). The rate of alphas in the TPC volume is therefore not expected to vary with time.

### 5.4 Data Analysis

Data taking periods are separated in sequences, corresponding to a running period between gas renewal. When renewing the gas, the old gas is pumped out thanks to a conventional and a turbo pump, bringing the pressure down to \(1 \times 10^{-7}\) bar, and filling with new gas up to 0.8 bar with a tolerance of \(8 \times 10^{-3}\) bar.

#### 5.4.1 Spark Removal

Sparks can happen between the ground mesh and the anode plate. An event is identified as a spark if the weight of the higher pixel in an identified track is greater than 1000 ADU (Analog to Digital Unit), or if one of the tracks in the image is comprised of more than 1500 pixels. The six events immediately following a spark are removed in order to allow the amplification
voltage to revert to its nominal value.

The six first events of each run are rejected as well to account for the possibility of a spark occurring just before the beginning of data taking. This spark veto introduces a dead time of \((23 \pm 5)\%\) when running in the Near Laboratory, and \((15 \pm 3)\%\) when running in the Far Laboratory. Figure 5.9 shows the live-time efficiency (in \%) as a function of the run date. The decreasing pattern is due to the increasing spark rate, due to impurities in the gas depositing in the amplification region. The spark rate increased faster when running in the Near Laboratory; this was due to the ground mesh plastically bending towards the anode plate, thus effectively increasing the amplification and the spark rate. After the mesh had stabilised, the spark rate increased much more slowly. Steps in the spark rate evolution correspond to a new sequence, where the gas is pumped out and changed, and the amplification field is turned off.

To increase stability of the data taking, the size of the drift chamber was reduced by \(\sim 25\%\) when moving to the Far Laboratory. This allowed to bring the amplification plane closer to the CCD camera, thus improving the light collection, and allowing to lower the amplification field, therefore reducing the spark rate. Because the spark rate was more stable, sequences were allowed to be longer in the Far Laboratory, increasing the data taking stability.

![Figure 5.9: Data taking efficiency as a function of the data taking time for the TPC in the Near (5.9(a)) and the Far (5.9(b)) laboratories. Loss of efficiency over a same sequence is dominated by the increasing spark rate.](image)

**5.4.b Radial Selection**

The copper of the field-shaping rings is expected to be an intense source of \(\alpha\). All the events starting close to the rings are rejected. Due to the high rate of \(\alpha\) from the rings compared to the 1s exposure of the CCD, it is very likely that two \(\alpha\) can overlap. The reconstruction algorithm can fail to identify the two tracks, falsely reporting one track with a fake Bragg peak closer to the actual origin of the tracks. In this case, the track origin is wrongly reconstructed as starting well inside the field cage, and ending near the rings. To prevent this behaviour, all events coming from or to the rings are discarded.
Figure 5.10 shows that the ratio of energies reconstructed using the ground mesh signal and the light collected by the CCD decreases with the radius. The amplification field depends on the distance between the ground mesh and the anode plane. This distance is kept constant by parallel spacers, so an inhomogeneity in the amplification field due to that distance would not be a radial effect, and the same light yield is expected throughout the plane. The effect is mostly due to the edges of the plane being further away from the camera lens than the center, and the light collection is less efficient as the distance to the center increases. As a consequence, the tracks appear brighter at the center, and low energy tracks have a better chance of being reconstructed in the center than in the edges.

The tracks projected on the amplification plane need to be within a distance $\rho_{\text{max}}$ from the center, with $\rho_{\text{max}} = 10.3\,\text{cm}$ for the Near Laboratory and $8.8\,\text{cm}$ for the Far Laboratory, corresponding to 300 and 400 pixels respectively, in order to limit the light collection efficiency loss to less than 25%.

![Figure 5.10: Evolution of the ratio of the energies reconstructed using the ground mesh signal ($E_{\text{mesh}}$) and the CCD collected light ($E_{\text{CCD}}$) as a function of the squared radius of the track position for DCTPC in the Far Laboratory. The mesh energy is constant over the radius, only the light collection changes. The limit is set at 8.8 cm (red line) so that the light collection efficiency does not decrease by more than 25%, to ensure a good reconstruction efficiency at low energies.](image)

### 5.4.c 3D Length Reconstruction

As explained in Section 5.2, an event is

- a read-out of the current induced in the ground mesh when the primary ionization track
drifts to the amplification plane,

- a read-out of the charge collected on the anode plane after amplification,
- a read-out of the light collected by the CCD during a 1 s exposure time.

The sketch on Figure 5.11 defines the variables used thereafter. The CCD provides spatial information on the projected track (L_{horizontal}). The full 3D track length (L_{track}) can be obtained by reconstructing the vertical information thanks to the ground mesh signal: if the drift speed ($\bar{V}_{drift}$) of the primary ionization track is constant, the vertical length ($L_{vertical}$) can be computed by measuring the time it took for the ionization track to be fully deposited on the amplification plane, called later on collection time ($t_{collection}$).

\[
L_{vertical} = t_{collection} \cdot \bar{V}_{drift} \\
L_{track} = \sqrt{L_{horizontal}^2 + L_{vertical}^2}
\]

![Figure 5.11: Track length reconstruction : The horizontal length is obtained by the CCD image, the vertical length is obtained by the collection track time if the drift velocity is known.](image)

The horizontal length is calibrated by summing all CCD images, thus lighting the full anode plane. The spacers are insulating, and no light is provided at their position, thus they show-up as parallel lines of lower gain. The distance between the spacers is $2.41 \pm 0.01 \text{ cm}$. We can then access the corresponding size of a pixel on the anode plane: $0.3447 \pm 0.0007 \text{ mm/pixel}$ for the Near Laboratory and $0.2203 \pm 0.0006 \text{ mm/pixel}$ for the Far Laboratory.

The collection time is the sum of the rise time and the fall time of the ground mesh waveform. Some background events originate from the mesh itself, or the anode plate. Those events have an anomalous waveform with very short rise and fall times, dominated by the behaviour of the pre-amplificators. To reject those events, it is requested that the collection time is higher than a time offset. Figure 5.12 shows the distribution of the collection times for DCTPC in the Far Laboratory. The dotted line corresponds to the minimum value required. The offset is set at $1.726 \mu\text{s}$ for the Far Laboratory, and $1.826 \mu\text{s}$ for the Near Laboratory.
Figure 5.12: Collection time of the mesh waveform for DCTPC running in the Far Laboratory. Events below 1.725 µs are dominated by the rise and fall times of the pre-amplifiers. Their collection time does not have physical meaning. The collection time is shifted by a 1.725 µs offset.

The drift speed is unknown and has to be measured with the data. For a given value of the drift speed, a certain value of the vertical length is obtained. If the events are happening isotropically in the volume, for a given $L_{\text{track}}$, any set of $L_{\text{vertical}}$ and $L_{\text{horizontal}}$ that satisfies Eq. 5.2 can happen. If $V_{\text{drift}}^2$ is correctly set, the events with the same $L_{\text{track}}$ (i.e. with the same energy) will form a circular arc in the ($L_{\text{vertical}}$, $L_{\text{horizontal}}$) plane with radius $L_{\text{track}}$. Figure 5.13(a) shows the distribution of horizontal and vertical lengths in the Far Laboratory. Circular arcs are visible, corresponding to mono-energetic – emission from the $^{222}\text{Rn}$ and $^{220}\text{Rn}$ decay chains. Figure 5.13(b) shows the reconstructed $L_{\text{track}}$ distribution, corresponding to the distance of the points in Figure 5.13(a) to the origin. The clear peaks correspond to α emitted by different isotopes in the Radon decay chains.

If the assumed drift speed differs from the true drift speed, the circular arcs are deformed, and the α peaks in Figure 5.13(b) will be wider. A Gaussian fit is performed for multiple drift speeds on the peak located around 18 cm, corresponding to the $^{214}\text{Po}$ emission. The value of the width of the Gaussians for each speed is shown in Figure 5.14. The optimal drift speed, the one that minimizes the width of the peak, is found to be $V_{\text{drift}} = 1.682 \pm 0.003$ cm µs$^{-1}$ for the Far Laboratory, and $V_{\text{drift}} = 1.347 \pm 0.004$ cm µs$^{-1}$ for the Near Laboratory.

5.4.d Energy Reconstruction

An event energy can be reconstructed using the TPC’s read-outs, with the current induced in the ground mesh when the primary ionization track drifts towards the amplification plane ($E_{\text{mesh}}$), the charge collected on the anode ($E_{\text{anode}}$), or the light emitted by the avalanche.
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Figure 5.13: 5.13(a): Event distribution in the \((L_{vertical}, L_{horizontal})\) plane. Events of same energies form a circular arc if the drift speed is correctly tuned. Here a circular arc is shown in red to guide the eye.

5.13(b): Track length distribution for DCTPC in the Far Laboratory of Double Chooz.

Figure 5.14: Ionization track drift velocity estimation. For each drift speed, the width of the \(^{214}\text{Po}\) is measured, the actual drift speed is the one that minimizes the width. It is found to be \(1.682 \pm 0.003\text{cm}\ \mu\text{s}^{-1}\).

in the amplification plane \((E_{CCD})\). Figure 5.15 shows the three spectra. The peak around 6 MeV corresponds to all \(\alpha\) emissions from Radon and its daughter nuclei decays, from 5 MeV to 10 MeV.

The length distribution in Figure 5.13(b) shows a better resolution of the \(\alpha\) peaks than the energies \(E_{mesh}, E_{anode},\) or \(E_{CCD}\). Figure 5.16(a) shows the correlation between the track length of an event and the corresponding mesh energy \(E_{mesh}\). The red line is a computation of the
energy of a recoil for a given length performed using the SRIM software [102]. The low energy neutron induced nuclear recoil seem to follow the SRIM prediction, however the $\alpha$ peaks appear to be leaking at higher $E_{\text{mesh}}$.

Figure 5.16(b) shows the energy of the events evaluated from their track length using the SRIM prediction. There again, the $\alpha$ peaks are well separated, with a relative width of $\sigma/\mu \geq 3\%$.

As the recoils have a higher energy, their tracks get longer, and they are more likely to exit the fiducial volume. If the recoils exit the volume from the sides, then they are rejected by the radial veto, yielding a loss of efficiency, but without biasing the measured energy. If they leave from the top or bottom of the TPC, but their exit point is still within the accepted radius, the events are kept, but only a part of the track is in the TPC and will be collected, leading to a loss in measured energy. For low energy track, this effect is negligible as the boundary effect are small compared to the fiducial volume, but this is no longer the case for tracks of more than 15 cm, i.e for recoils of more than 6 MeV. Similarly, events from above the TPC can enter from the top, this time again with only a fraction of their energy collected.

This behaviour can be simulated by generating events of different energies isotropically in the fiducial volume, and propagating the energy through the reconstruction processes. The result of this simulation for the Far Laboratory configuration is shown in Figure 5.17(a). This simulation also takes into account the resolution in time of the collection time reconstruction, and the spatial resolution of the CCD track reconstruction. It also accounts for the efficiency loss at low energy due to the CCD track reconstruction threshold, and the electron absorption length in the drift cage. Figure 5.17(b), on one hand, shows the expected measured energy distribution for events with true energy of 5 MeV uniformly distributed through-out the detec-
Figure 5.16: 5.16(a): $E_{\text{mesh}}$ versus track length. The red line is a prediction of the length per energy from SRIM simulations for our compound gas. Neutron events at low energy are in good agreement with the predictions, but alpha lines seem better resolved in length than in energy.

5.16(b): Energy reconstructed from $L_{\text{track}}$. Each individual $\alpha$ emitter is visible, with a better resolution than the other energy measurements presented in 5.15.

It is observed that these behaviours are well described by a Gaussian convoluted to a Landau function in the energy range from 5 MeV to 10 MeV where the $\alpha$ lines are. The Gaussian accounts for the well contained events, spread-out by the energy resolution of the detector. The Landau accounts for the partially contained events, leaking out or in the fiducial volume.

Figure 5.18 shows a fit to the energy spectrum at the Far Laboratory. The Fit function is a sum of a Gaussian to describe the shape of the underlying neutron-induced spectrum, and 8 $\alpha$ peaks, corresponding to the isotopes listed in Table 5.1.

Each $\alpha$ peak is described by a Gaussian convoluted to a Landau. The mean energy of the peaks, and their normalization is left free. All the peaks are characterized using a single parameter $\sigma_{\text{res}}$ for the resolution, and a common parameter $\sigma_{\text{leak}}$ for the non-contained events, to simplify and speed-up the convergence of the fit. The red line corresponds to the best fit of the histogram. The red shaded area corresponds to the $1\sigma$ confidence interval induced by the $\alpha$ parameters. The blue line represents the contribution of the $\alpha$ lines to the overall spectrum. The fit outputs are summarized in Table 5.2 for the Near and Far Laboratories.

Figure 5.19(a) and 5.19(b) respectively show the correlation and covariance matrix of the fit performed in Figure 5.18. The clusters of parameters are materialized by lines; the first three
parameters characterize the Gaussian shape attributed to the neutron-induced nuclear recoils, the fourth and fifth parameters are respectively the energy resolution $\sigma_{\text{res}}$ and the leak parameter $\sigma_{\text{leak}}$, the other couples of parameters correspond to the normalization and the mean energy of each $\alpha$ peak. It is to be noted that the parameters of the nuclear recoil spectrum are mostly independent from the $\alpha$ peaks determination, allowing a clean measurement of the background, and allowing the $\alpha$ peaks to be subtracted without biasing the nuclear recoil spectrum.

### 5.4.e Energy Linearity

Figure 5.20 shows the fractional difference between each $\alpha$ peak mean energy and the expected value. The non-linearity of DCTPC length-based energy measurement is at the percent level in the 5 MeV to 9 MeV region. Except for $^{222}\text{Rn}$, all isotopes are reconstructed less than 1% away from their true energy, and the behaviour of the energy reconstruction is flat over the 5 MeV to 9 MeV region.
Figure 5.18: $E_{\text{length}}$ spectrum with the $\alpha$ lines fitted (red line) for the runs in the Far Laboratory. The red area corresponds to the 1\(\sigma\) confidence interval of the best fit function imputed to the parameters of the $\alpha$. The blue line is the contribution of the $\alpha$ lines to the overall distribution.

Figure 5.19: 5.19(a): Correlation Matrix of the parameters for the fit shown in 5.18. 5.19(b): Covariance Matrix of the fit parameters.

The linearity at low energies, however, cannot be quantified using this method since no low energy source is naturally present in the gas. In order to estimate the sanity of the energy reconstruction, we used an $^{241}\text{Am}$ source. $^{241}\text{Am}$ decays to $^{237}\text{Np}$ by emitting $\alpha$ of 5.5 MeV. However, the isotopes are embedded in a bulk material, and manufacturers usually place a layer of coating for safety. In addition, the source is collimated, so we do not have access to the be-
beginning of the tracks. For those reasons, we could not know precisely the energy of the emitted $\alpha$.

The source was placed on a holding stick, with a collimator, and a pierced 4 $\mu$m-thick Nickel foil was placed to cover the collimator’s opening as shown in the sketch Figure 5.21(a). With this set-up, a fraction of the $\alpha$ will go through the hole in the foil, not being attenuated from it, while the rest will go through the foil, and therefore will be attenuated. The stopping power of $\alpha$ can be obtained using the SRIM software [102] and is shown in Figure 5.21(b). If we cannot access the true energy of the $\alpha$, the energy difference between the two configurations is measurable. The energy difference $\Delta E$ between the attenuated and non-attenuated $\alpha$ only depends on the incident energy of the $\alpha$ and the thickness of the foil.

Figure 5.21(c) shows the length energy $E_{\text{length}}$ measured for the non-attenuated $\alpha$ at 3.75 MeV and the attenuated $\alpha$ at 1.5 MeV. As expected the source does not deliver 5.6 MeV $\alpha$, a $^{241}$Am-only run would have concluded to a misbehaviour of the detection technique. However, a cross-check allowed thanks to the two correlated energies for the attenuated and non-attenuated $\alpha$ determined that the measurement was in agreement with the known width of the Nickel foil of 4 $\mu$m.
This setup allows to claim that the energy measurement method is valid at high energies thanks to the good linearity of the position of the Rn and Po peaks, as well as at low energy thanks to the agreement between the energy difference measured between $\alpha$ of 3.75 MeV and 1.5 MeV and the stopping range of $\alpha$ in Nickel.

### 5.5 Time Stability of DCTPC

Figure 5.22 shows the evolution of the pressure as a function of the time in the TPC for runs in the Near Laboratory and in the Far Laboratory. The pressure changes between sequences because of tolerance of 1% of the filling procedure, but remains stable within one sequence.

Figure 5.23 shows the evolution of the drift voltage during data taking. The drift voltage, and therefore the drift field, remains very stable throughout data taking. It is to be noted that the drift voltage is reduced for the runs in the Far Laboratory to keep the drift field constant, as it was decided to change the size of the TPC by $\sim 1/4$ to improve light collection and decrease the absorption and diffusion of primary tracks.

Figure 5.24(a) shows the evolution of the energy of the events with $E_{\text{length}} > 4$ MeV for runs in the Far Laboratory. The more populated horizontal lines correspond to the $\alpha$ peaks. Their horizontality shows the stability of energy definition over time, consistent with a constant gas pressure and drift field, and therefore implies the stability of the vertical length definition. The horizontal length definition is not expected to change as the horizontal calibration is done using the image of the anode plane, of fixed dimensions. However, a small effect can be expected at the beginning of the track, where the primary ionization track is the faintest: if electron diffusion and absorption in the gas is too high, the beginning of the track can be too much attenuated, and can become more difficult to reconstruct. This effect however is constant in time as the electron diffusion and absorption depend on the gas pressure, which was found to be very stable.
Figure 5.21: 5.21(a): Setup of the $^{241}$Am source with a pierced Ni foil to attenuate some α.
5.21(b): Stopping range α in Ni from SRIM [102]. For a 4 μm-thick foil, an energy decrease of 2.5 MeV is expected.
5.21(c): $E_{\text{length}}$ reconstructed from the runs with the $^{241}$Am and Ni foil source. The energy difference $\Delta E = 2.27$ MeV is perfectly compatible with an incoming 3.75 MeV α and a 4 μm Ni foil.

Figure 5.24(b) shows the rate of selected events (in black) for runs in the Far Laboratory. The red line corresponds to the events with $E_{\text{length}} > 5$ MeV, dominated by the α emissions, and the blue line corresponds to the events with $E_{\text{length}} < 4$ MeV, dominated by neutron-induced nuclear recoils. The rates of both events appear stable within statistical fluctuations.

5.6 Event Rates at Double Chooz laboratories

Figure 5.25(a) shows the energy spectrum after the α shape has been subtracted. The error bars for each bin are the sum of squares of the statistical errors of the original measured bin value and of the 1σ confidence interval of the fit due to the α parameters. Large errors are expected in the energy ranges where the fit is poorly constrained due to poor statistics in the α peak, or to an error in the shape assumed to describe the distribution. This leads to a possibility of over-subtracting, and potentially more than 100% of error in certain bins.
Figure 5.22: Gas pressure in the volume as a function of the data taking time for the TPC in the Near (5.22(a)) and Far (5.22(b)) laboratories. The pressure is very stable in both sites, even for long sequences.

Figure 5.23: Drift voltage as a function of the data taking time for the TPC in the Near (5.23(a)) and the Far (5.23(b)) laboratories. The drift voltage is kept very stable over time, and was decreased in the Far Laboratory to keep the same drift field when the TPC was scaled down.

According to the discussion around Figure 5.17(a) some of these events originate from higher energy events for which only a part of the energy is recovered. In order to account for that behaviour, we need to unfold this matrix from the spectrum, to account for the probability of each energy bin to leak to higher energies. Let $M_{ij}$ be an element of the energy collection matrix in Figure 5.17(a). For each entry in bin $j$ in the $E_{\text{length}}$ histogram, the true recoil energy histogram $E_{\text{recoil}}$ is filled according to the pdf contained on the column $j$ of the matrix $M$. Thus each column in the matrix $M$ should be normalized to 1. Let $m_{ij}$ be the normalized weight of the element $M_{ij}$;
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Figure 5.24: Stability of the reconstructed energy and of the rate as a function of the run number.

\[ m_{ij} = \frac{M_{ij}}{\sum_{j=1}^{N} M_{ij}} \]

\[ E_{\text{recoil}}[i] = \sum_{j=1}^{N} m_{ij} E_{\text{length}}[j] \]

When decomposing a single bin \( E_{\text{length}}[j] \) over \( E_{\text{recoil}}[i] \), the error on the integrated \( E_{\text{recoil}}[i] \) should remain the same than that of the bin \( E_{\text{length}}[i] \), thus, the error \( \sigma_{\text{recoil}}[i] \) on bin \( E_{\text{recoil}}[i] \) can be expressed:

\[ \sigma_{\text{recoil}}[i] = \sum_{j=1}^{N} m_{ij} \sigma_{\text{length}}[j]^2 \]

Figure 5.25(b) shows the recoil energy spectrum corrected from the \( \alpha \)-subtracted length energy spectrum of Figure 5.25(a). Events have been pushed to high energies, with the appearance of a tail at \( E_{\text{recoil}} > 10 \text{ MeV} \). The peaked shape at low energy is more pronounced since low energy events are better constrained, and less likely to come from a higher energy recoil.

The energy containment matrix \( M \) only accounts for events that exit the TPC from the top, without being rejected by the radial cut, or the collection time offset condition. However, for the Far Laboratory runs, the fiducial volume is a cylinder of only 8.8 cm of radius and 31.5 cm high. For the Near Laboratory runs, the fiducial volume is a cylinder of 1.34 cm of radius for 52.8 cm high. A significant fraction of high energy recoils exit the fiducial volume from its sides. These events must be taken into account as an acceptance inefficiency.

Moreover, some low energy recoils are not detected, due to electron diffusion during the primary ionization track drift, and due to the low signal/noise ratio of the CCD images at low energies. This must be accounted for as a detection inefficiency.
Figure 5.25: 5.25(a): Far Laboratory $E_{\text{length}}$ spectrum of recoil nuclei once the alpha lines have been subtracted.  
5.25(b): Far Laboratory unfolded spectrum, some events are pushed to higher energies due to the transfer matrix.

Figure 5.26(a) shows the evolution of both acceptance effect at high energies, and detection efficiency effects at low energies. The detection efficiency reaches its maximum around 1 MeV. At this point the acceptance begins to dominate the inefficiency, with a decrease down to 8 MeV, then enters a plateau at high energies.

The decrease in acceptance comes simply from a geometric effect. As the tracks get longer, it is harder to contain them in the fiducial volume. The plateau at high energies corresponds to tracks $\gtrsim 30 \text{ cm}$. Those tracks cannot be contained in the volume, only tracks that are almost vertical can exit from the top without being rejected, and this fraction of accepted tracks does not depend any more on the track length.

Figure 5.26: Far Laboratory efficiency- and acceptance-corrected spectrum.
Figure 5.26(b) shows the recoil spectrum corrected for those acceptance and efficiency effects. The high energies are amplified with respect to the lower energies since the acceptance is lower for the high energies.

Neutron rates and spectral shapes were acquired in both experimental laboratories of Double Chooz for a total exposition time of 102.11 days in the Near Laboratory, and 89.63 days in the Far Laboratory. Figure 5.27 compares the raw $E_{\text{length}}$ (top) and final corrected $E_{\text{recoil}}$ (bottom) spectra for Near (left) and Far Laboratories (right).

The spectral shapes for the two different experimental locations are significantly different, be it in recoil spectral shape, or $\alpha$-emitter isotopes contamination.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{spectra.png}
\caption{Comparison of the raw (top) and fully corrected recoil spectra (bottom) for Near (left) and Far (right) laboratories.}
\end{figure}

5.7 Prospects for DCTPC

5.7.a Reconstruction of Neutron Energy

Reconstructing the neutron energy from a recoil energy is not a trivial task as the recoil energy depends on the recoil angle, which is not isotropic when the recoiling nucleus is not Hydrogen. In most experiments, the impacting neutron flux is usually simulated and the recoil
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Table 5.3: Number of events, and the corresponding rates for both experimental laboratories of Double Chooz.

<table>
<thead>
<tr>
<th>step</th>
<th>number of events</th>
<th>rate (d(^{-1}) g(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Near Laboratory</td>
<td></td>
<td></td>
</tr>
<tr>
<td>before (\alpha) subtraction</td>
<td>9692 (\pm) 98.45</td>
<td>11.17 (\pm) 0.11</td>
</tr>
<tr>
<td>after (\alpha) subtraction</td>
<td>3683.37 (\pm) 149.53</td>
<td>4.24 (\pm) 0.13</td>
</tr>
<tr>
<td>after unfolding</td>
<td>3683.37 (\pm) 149.53</td>
<td>4.24 (\pm) 0.13</td>
</tr>
<tr>
<td>after efficiency correction</td>
<td>8626.59 (\pm) 481.08</td>
<td>9.94 (\pm) 0.41</td>
</tr>
<tr>
<td>Far Laboratory</td>
<td></td>
<td></td>
</tr>
<tr>
<td>before (\alpha) subtraction</td>
<td>5418 (\pm) 73.61</td>
<td>16.34 (\pm) 0.22</td>
</tr>
<tr>
<td>after (\alpha) subtraction</td>
<td>2903.06 (\pm) 96.92</td>
<td>8.75 (\pm) 0.24</td>
</tr>
<tr>
<td>after unfolding</td>
<td>2903.06 (\pm) 96.92</td>
<td>8.75 (\pm) 0.24</td>
</tr>
<tr>
<td>after efficiency correction</td>
<td>4710.48 (\pm) 297.84</td>
<td>14.20 (\pm) 0.69</td>
</tr>
</tbody>
</table>

and detector transfer matrices are applied to the simulation to simulate the observed recoil data. Unfortunately Double Chooz did not maintain a neutron simulation in both laboratories, as Fast Neutrons are quantified directly from IBD candidates.

Therefore the understanding of the shape of the recoil spectrum is still in progress. The current reconstruction method is based on Bayesian unfolding using cross sections and angular distributions from [60] to reconstruct the possible neutron spectrum impacting the TPC.

Figures 5.28(a) and 5.28(b) show the angular distribution for elastic scatterings of neutrons of respectively 5 MeV and 10 MeV on the three dominant nuclei in the gas: He, F and C. Figure 5.28(c) shows the elastic scattering cross section on each nucleus. DCTPC is sensitive to Helium recoils of 1 MeV to 10 MeV, hence to neutrons of energies higher than 4 MeV. At these energies, the Helium cross section is barely dominant, but Helium constitute 87.5% of the target nuclei, and the \(dE/dX\) of recoils on Carbon and Fluorine do not fit with the SRIM simulation used to reconstruct the energy, as such only Helium recoils are taking into account.

Figure 5.28(d) shows a preliminary result from the Bayesian unfolding technique. The original recoil spectrum is shown in black and the reconstructed neutron spectrum in blue. The green dots correspond to the re-folded recoil spectrum, neglecting efficiencies, to cross-check the method. The green dots follow the well the shape of the original spectrum, showing the consistency of this technique. The shape of the reconstructed neutron spectrum is not fully understood at this time, it is believed that the rising part at low energies is not physical and corresponds to a threshold effect of our detection and reconstruction process.

5.7.b Neutron directionality

Neutrons showering from muon should follow a preferred direction according to the muon track. The directionality of muons in Double Chooz laboratories is strongly determined by the profile of the overburden, shown in Figure 5.29.

Figure 5.30(a) shows the simulated angular distribution of muons in the Far Laboratory of Double Chooz in the \((\phi, \theta)\) plane. Figure 5.30(b) shows the observed angular distribution
of the recoil tracks, with $E_{\text{length}} < 4\,\text{MeV}$, in DCTPC running in the Far Laboratory. A hot spot appears in the DCTPC distribution in agreement with the position of the hot spot of the Muons in Double Chooz. The preferred direction in DCTPC is not as well defined as the direction of the muons because angular information is lost during the generation of neutrons, their scattering in the rocks, and the angular distribution of elastic scatterings on the TPC gas nuclei. Moreover, muon-induced neutrons represent only a fraction of the events in DCTPC as some neutrons from $(\alpha, n)$ reactions in the rock may appear, without any correlation with the muon tracks.
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5.8 Conclusion

DCTPC was scheduled for two six-months data taking periods, one for each laboratory. For the first data taking period, DCPTC ran at the Near Laboratory. This phase was still a transitional period, during which we could understand the operations of the TPC and its maintenance. Operation of the TPC became much more stable in the Far Laboratory, and quality data taking became possible.

During both run periods, we developed a measurement of energy relying on the length of the tracks, and obtained an energy resolution at the percent level in both cases. This length base energy measurement was found to be very stable in time, and the validity over the full energy range of interest was tested by using a partially attenuated $^{241}$Am source.

The directionality of a recoil is also available when reconstructing the its 3D-length. Although there is no information on an event-by-event basis, it was possible to find a preferred direction for the recoils, and therefore the incoming neutrons correlated to the direction of the muons in the Far Laboratory.

Although He seemed like a good target choice in the energy range of DCTPC because of its lightness, and therefore low energy threshold, it became clear that the ability to differentiate neutron-induced nuclear recoils from the $\alpha$-background through a difference in $dE/dX$ would have been appreciable. The data taking at Double Chooz laboratories is now over, the TPC has been sent to Fermilab where it measures the rate of beam-induced neutrons for the MicroBooNE experiment. For this new running period, we chose to replace He by Ar. Tracks are shorter.
for a same energy, but the $\alpha$-background is now easily identifiable. Moreover, the coincidence with the beam time allows for a good background rejection, while still allowing background measurements during beam-off periods.
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Reducing the Stopping Muon Contamination in the IBD Candidates

One of my contributions to the Double Chooz analysis has been to develop Stopping Muons rejection techniques with high rejection power while keeping a low inefficiency.

In this chapter, I will describe my work in developing rejection strategies and quantifying their efficiency and impact on the IBD sample.

6.1 Stopping Muons in Double Chooz

Atmospheric muons in Double Chooz are tagged with the Outer Veto, Inner Veto, and a high energy muon threshold in the Inner Detector ($E_{p,\text{max}}$). The Inner Veto offers a nearly $4\pi$-coverage of the Inner Detector, so most muons are tagged thanks to this volume. However, both the Inner and Outer Vetoes are pierced by the Chimney, the access tube to the Target and the $\gamma$-Catcher. The Chimney allows for a small acceptance hole in the veto volumes, allowing muons, among other backgrounds, to penetrate the detector unseen.

Out of the muons that enter through the chimney, muons that deposit an energy in the Inner Detector higher than the muon threshold are tagged and rejected, and a muon veto of 1 ms is applied. Muons that decay while still at the top of the Inner Detector may deposit a lower energy than $E_{p,\text{max}}$ and not be tagged. These muons are called Stopping Muons (SM).

Muons can decay, each producing a Michel electron and two neutrinos:

$$\mu^- \rightarrow e^- + \bar{\nu}_e + \nu_\mu,$$

$$\mu^+ \rightarrow e^+ + \nu_e + \bar{\nu}_\mu,$$

thus producing a prompt signal, the muon scintillation, and a delayed signal, the Michel electron scintillation. These signals are highly correlated in time and space.
\( \mu^- \) can be captured in an atomic orbital, and rapidly cascade down to the 1s state. From this state, it can either decay, following the process described in Equation 6.1, or may undergo nuclear capture, a process analogous to the electron capture:

\[
\mu^- + ^{\Lambda}ZX \rightarrow ^{\Lambda-1}ZX + n + \nu_\mu
\]

However, due to the large muon mass, a wider range of final states is available, including the emission of a free nucleon. Such process also creates a prompt/delayed coincidence with a time correlation dominated by the neutron capture, hence irreducible from an IBD candidate. However, a dedicated study [103] demonstrated this background to be negligible in Double Chooz.

The overburden in the Near Detector is smaller than in the Far Detector, thus the Muon background rate in the Near Detector is \( \geq 5 \) times higher than in the Far Detector [104]. However, the muon spectrum is also softer, with more muons at low energies, thus the Stopping Muon rate is \( \geq 20 \) times higher in the Near Detector than in the Far Detector, making the Stopping Muon reduction a priority in the Near Detector.

The Outer Veto, and especially the Upper Outer Veto, that covers the Chimney, is a very useful tool to tag muons and Stopping Muons. However, because of different running periods, a significant amount of data does not benefit from it and we need other ways to reject Stopping Muons.

### 6.2 Correlation Time Study

Muons decay with a life time of \( \tau_\mu = 2.197 \, \mu s \) [31]. \( \tau_\mu \) is relatively short, and as such, Stopping Muons contribute to the correlated background along with Fast Neutrons. To quantify the Stopping Muon contamination, it is useful to understand the time distribution of the IBD candidates.

The cross section of neutron capture on Gd follows a power law, with a sharp decrease between \( 10^{-1} \) and 10 eV as shown in Figure 6.1(a). IBD neutrons are emitted with an energy of a few keV [51]. The capture cross section at these energy is much lower than at thermal energies, thus the neutrons need to lose energy, and thermalize in order to be efficiently captured on Gd.

The abundance ratio of Gd and H in the Target is

\[
\frac{n_H}{n_{Gd}} = 1.72 \times 10^4
\]

Thus, the ratio of cross sections, for capture on Gd to be dominant (at least 10 times more probable) needs to be:

\[
\frac{\sigma_{Gd}}{\sigma_H} > 10^5
\]

This condition is achieved for thermal energies, lower than \( \sim 0.1 \) eV. At higher energies, the captures on H and Gd are in competition.
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(a)

Figure 6.1: 6.1(a): Cross sections of neutron captures on Gadolinium (grey), Hydrogen (blue), and Carbon (green) [60].
6.1(b): Correlation time distribution for neutron capture on Gadolinium for $^{252}$Cf in the center of the Target in the Far Detector. Two regimes are distinguishable, at high $\Delta T$, the neutron capture is dominant, but at low $\Delta T$, the neutrons have too high an energy to capture on Gd, and need to lose energy, mostly by elastic scattering on Hydrogen. This regime is dominated by the thermalization process.

The need for thermalization effectively lowers the capture rate at low delayed-prompt time difference $\Delta T$ since most neutrons have too high an energy to be available for capture.

Figure 6.1(b) shows the $\Delta T$ distribution of neutron captures on Gd for a $^{252}$Cf source in the center of the target. Two regimes are distinguishable:

- $\Delta T < 10 \mu s$: regime dominated by thermalization. As $\Delta T$ increases, more and more neutrons reach thermal energies and become available for capture, thus the capture rate effectively increases.

- $\Delta T > 10 \mu s$: regime dominated by capture. Most neutrons have reached thermal energies, the $\Delta T$ distribution is dominated by the exponential behaviour of the capture process.

The thermalization at low energy (epithermal to thermal energies) happen mostly through elastic scattering on Hydrogen nuclei. As protons and neutrons have similar masses, the neutron loses up to half its energy at each collision. Scattering on other nuclei may occur, but are less efficient for thermalization.

Two characteristic times appear, $\tau_{th} = O(5 \mu s)$ and $\tau_{cpt} = O(25 \mu s)$ respectively describing the thermalization and capture processes. They can be included in a model to fit the $\Delta T$ distribution. Each process can be described, with a good approximation, by an exponential. The processes being consecutive, the neutrons need to thermalize to be able to capture on a nucleus, the rate of captures is the convolution of the thermalization process and the capture of the thermalized neutron:

---
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\begin{equation}
\text{rate}(t) = \text{thermalization}(\tau_{\text{th}}) \otimes \text{capture}(\tau_{\text{cpt}})
\end{equation}

\begin{equation}
\text{rate}(t) = \frac{N}{\tau_{\text{cpt}} - \tau_{\text{th}}} \cdot e^{\tau_{\text{cpt}} t} \times \left( 1 - e^{\frac{-t(\tau_{\text{cpt}} - \tau_{\text{th}})}}{\tau_{\text{cpt}} \tau_{\text{th}}} \right) \quad (6.5)
\end{equation}

The red line in Figure 6.1(b) shows the best fit of this model to the calibration data.

For neutron captures on the Hydrogen and carbon however, there is no transition in the cross section. The neutrons do not need to reach a certain energy to be efficiently captured. They can be captured as soon as they are produced, thus there is no need for a thermalization time in the model, the $\Delta T$ distribution can be described by a simple exponential.

Figure 6.2(a) shows the $\Delta T$ distribution and best fit result for a $^{252}$Cf source in center of the Near Detector Target for neutron captures on Gd. A constant term $N_{\text{Acc}}$ is added to account for Accidental background. The captures on H and Gd are studied separately. Figure 6.2(b) shows the distributions for both captures in both detectors (ND and FD-II). The n-Gd samples are shown as green dots for the Far Detector and blue dots for the Near Detector, and the n-H samples are shown as black line for the Far Detector and red line for the Near Detector.

![Figure 6.2: Calibration data in the Near and Far Detectors for $^{252}$Cf source in the middle of the Targets. 6.2(a): Example of fit to the $\Delta T$ distribution of the n-Gd capture in the Near Detector. 6.2(b): $\Delta T$ distributions for n-Gd and n-H captures in the Far Detector (respectively green dots and black line) and the Near Detector (respectively blue dots and red line).](image)

The fit results for each distribution from Figure 6.2(b) are presented in Figure 6.3, along with a similar study performed during the calibration of the FD-I configuration. The good agreement between the three configurations shows a good consistency of the physics in the various configurations, and especially, the consistency of the composition of the liquid scintillators since the
characteristic times are identical. Especially, the FD-I and FD-II configurations of the Far Detector are expected since only the electronics changed, which has no impact on neutron capture.

\[ \tau_{\text{cpt}} \propto \sigma_{\text{cpt}} \times n_{\text{targets}} \]

where \( \tau_{\text{cpt}} \) is the effective capture cross section of the volume and \( n_{\text{targets}} \) is the number of target nuclei in the volume.

Previous results were shown for captures in the target, and exhibited a capture time of \( \geq 25.5 \, \mu s \). For studies of the n-Gd sample, this clarification is irrelevant as Gd is only present in the target. However, for the n-H sample, or the Gd++ analysis, neutrons can capture in the \( \gamma \)-Catcher as well, which is not loaded with Gd, and thus has a lower effective cross section, since it is dominated by capture on H. Therefore, a longer capture time is then expected for events capturing in the \( \gamma \)-Catcher.

Figure 6.4 shows the \( \Delta T \) distribution for IBD candidates in the Near Detector, for Gd++ analysis (black line) where neutrons can capture in both the Target and the \( \gamma \)-Catcher. The Accidental contamination is reduced by rejecting events with a prompt energy higher than 4 MeV. Two regimes can be observed here: a short-lived sample, corresponding to the captures in the Target, with a capture time of \( \sim 25.5 \, \mu s \), and a long-lived sample, corresponding to the captures in the \( \gamma \)-Catcher, with a capture time of \( \sim 180 \, \mu s \).

The blue line corresponds to the sample with captures on Gd, i.e. in the Target, scaled to the black histogram between 5 and 20 \( \mu s \). The green line corresponds to the sample with captures on H, with a fiducial cut on the delayed event at \( \rho_d > 1.5 \, \text{m} \), to make sure that the distribution is dominated by captures in the \( \gamma \)-Catcher, and scaled to the black histogram between 200 and 800 \( \mu s \).
The model previously exposed is only valid in one of the volumes, as only one capture time is included. It is however possible to add a new contribution:

\[
\text{rate}(t) = \frac{N_T}{\tau_{\text{cpt}, T - \tau_{\text{th}, T}}} \times \left( 1 - e^{-t/\tau_{\text{th}, T}} \right) + \frac{N_{\text{GC}}}{\tau_{\text{cpt}, GC}} \times e^{-t/\tau_{\text{cpt}, GC}} + N_{\text{acc}}
\]

The red line in Figure 6.4 shows the best fit of the model in Equation 6.6. The capture time in the Target is compatible with the one measured in the \(^{252}\text{Cf}\) source.

Using this model, we were able to quantify the difference between two Hydrogen packages in the detector simulation for [54], a default Geant4 package assuming free Hydrogen in the target, and a custom package introducing bonding of the Hydrogen in heavier molecules called NeutronTH, leading to a slightly less efficient neutron thermalization and a longer thermalization time. Figure 6.5 shows the \(\Delta T\) distribution of events from a \(^{252}\text{Cf}\) source in the Target (black dots), compared to the standard Geant4 neutron model (blue), and NeutronTH (yellow). The bonding of Hydrogen modifies the energy transfer during the elastic scatters, and thus changes the thermalization time.

The standard MC package and NeutronTH show noticeable discrepancies below 10\(\mu s\), where the Stopping Muons are located. Therefore, a precise knowledge of the thermalization rising edge of the distribution is crucial when attempting to quantify the Stopping Muons contamination. We decided to use the custom model, as its thermalization time was closer to the observed data.

\[\text{Figure 6.4: } \Delta T \text{ distributions for capture in different volumes for the Gd++ analysis in the Near Detector.}\]

The black line corresponds to all IBD candidates, the blue line corresponds to neutron captures in the Target, and the green line corresponds to neutron captures in the \(\gamma\)-Catcher. The red line corresponds to a fit to the black histogram with the full-volume model.
The blue histogram corresponds to the default Geant4 package, assuming free Hydrogen atoms. The yellow histogram corresponds to Double Chooz’s custom Hydrogen package, assuming that Hydrogen atoms are bound to heavier molecules. The black dots correspond to $\Delta T$ distribution of events from a $^{252}$Cf source in the Far Detector. The bound-H model leads to a higher thermalization time, closer to the observed behaviour of data. The red line corresponds to the neutron capture model from equation 6.5 fitted to the data points.

The model can be refined to better describe the data by adding an exponential term $\frac{N_{SM}}{\tau_{SM}} e^{-t/\tau_{SM}}$ to account for Stopping Muon contamination.

6.3 Functional Value

The use of the Functional Value to reject Stopping Muons was first developed for the DC-III n-Gd analysis [61] and was later used in the DC-III n-H analysis. I was in charge of optimizing the cut for the n-H analysis and later on, I applied the method to the DC-IV analysis for both n-Gd and Gd++ analyses.

6.3.a Variable Presentation

Several variables have been investigated to separate Stopping Muons from IBD candidates. The Inner Veto can only reject muons crossing the Inner Veto, but not the ones entering through the Chimney.

As previously explained in Section 2.8.b, The vertex reconstruction algorithm called RecoBAMA is based on the hypotheses that the energy deposition in the detector is point-like, and that the subsequent light propagation is isotropic. A likelihood is built taking into account the expected charge in non-hit PMTs and the collected charge and hit time of hit PMTs.
\[ \mathcal{L}(\vec{X}) = \prod_{q_i=0} f_q(0; \mu_i) \prod_{q_i>0} f_q(q_i; \mu_i) f_t(t_i; t_{i}^{\text{pred}}, \mu_i) \]

\[ FV(\mathcal{L}) = -\log \mathcal{L}(\vec{X}) = -\sum_i \ln f_q(q_i; \vec{X}) - \sum_{q_i>0} \ln f_t(t_i; \vec{X}) = FV_q(\vec{X}) + FV_t(\vec{X}) \quad (6.7) \]

Figure 6.6: The distribution of delayed energy versus Functional Value shows three populations: IBD events (black), Stopping Muons (red), and remaining Light Noise events (blue) for both n-Gd (6.6(a)) and n-H (6.6(b)) captures.

Figure 6.6 shows the distribution of delayed energy against the delayed Functional Value \( (FV_d) \) for the DC-III analysis, n-Gd and n-H. For the n-H sample, the ANN have been applied by default to reduce the population of Accidentals. As the FV is correlated with the energy of the event, only the delayed trigger will be used so as not to bias the energy spectrum of the prompt, and the measure of \( \sin^2(2\theta_{13}) \). In each distribution, three populations can be identified:

- IBD-like events (black),
- Stopping Muons (red),
- Light Noise (blue).

Stopping Muons decay in the Chimney, so the Michel electron scintillates in the Chimney as well. An event occurring in the Chimney is outside the volume of the detector, and a pull term is used to lower it inside the Target, at the cost of lowering the likelihood. Moreover, because of Chimney shadow effects, the assumption that light propagates isotropically is not true any more. Those effects explain why Chimney Stopping Muons have such a high Functional Value.

Identically, Light Noise happens at the walls of the Buffer. A pull term in RecoBAMA penalizes reconstruction in the Buffer, pulling the events back in the center of the detector. Hence Light Noise has a high Functional Value as well.

It is therefore possible to separate IBD from Stopping Muons using this distribution, with a selection based on both the delayed energy \( (E_d) \) and the delayed Functional Value \( (FV_d) \), later
on referred to as the FV-cut.

In an effort to reject background, the exact limit before Stopping Muon and Light Noise does not need to be precisely identified as both need to be rejected. However, it may be difficult to separate Light Noise from IBD when estimating the efficiency of the selection. Therefore, a looser FV-cut is applied to remove Light Noise, far away from the IBD region enough that it leads to no inefficiency on the IBD sample. The IBD/Stopping Muons limit is then tuned independently of Light Noise.

6.3.b Cut Parametrization

The Functional Value behaves logarithmically with respect to the energy as visible in Figure 6.7. To follow this behaviour, the parametrization of the cut is the exponential in FV:

\[ E_d > A \times e^{FV_d/B} \]  

(6.8)

Events with lower delayed energy, i.e. below the line, are rejected as Stopping Muons or Light Noise. This 2-parameter optimization can be brought down to one parameter when fixing the slope of the exponential to follow that of the IBD candidates (1.23 for n-Gd, and 2.0125 for n-H). The only remaining parameter is a normalization parameter (or offset of the straight line in logarithmic scale).

![Figure 6.7](image)

*Figure 6.7*: Parametrization of the Functional Value cut to follow the exponential behaviour of the log-likelihood with energy. Black distributions correspond to IBD-like events and red distributions to Stopping Muons or Light Noise, for n-Gd (6.7(a)) and n-H (6.7(b)).

6.3.c Criteria for Cut Optimization

The \( \sin^2(2\theta_{13}) \) analysis requires that the number of IBD candidate is well known, it is thus important to estimate the inefficiency of the FV cut, i.e. how many IBD candidate are misinterpreted as Stopping Muons and rejected (error of type I).
An ideal cut would reject as many muons as possible while rejecting the fewest possible IBD candidates. A possible estimator of the goodness of the cut is therefore the ratio of the inefficiency over the number of rejected Stopping Muons: \( \tilde{\epsilon} / N_{\mu}^{\text{rej}} \).

The inefficiency of the FV cut is estimated after all other vetoes and selection are applied such that, as much as possible, only IBD and Stopping Muons are present in the sample. Irreducible contaminations of Accidentals and Fast Neutrons are always present, and have to be estimated.

In order to reduce contamination from Accidentals, events with prompt energy \( E_p < 2 \text{ MeV} \) are rejected.

FV-rejected events with \( \Delta T < 10 \mu s \) are counted as rejected Stopping Muons \( N_{\mu}^{\text{rej}} \).

FV-rejected events with \( \Delta T > 10 \mu s \) and \( E_p > 10 \text{ MeV} \) are counted as high energy Fast neutrons \( N_{FN,HE}^{\text{rej}} \) and scaled from \([10 - 20]\text{ MeV}\) to \([2 - 10]\text{ MeV}\) assuming a flat FN spectrum:

\[
N_{FN}^{\text{rej}} = N_{FN,HE}^{\text{rej}} \times \frac{10 - 2}{20 - 10}.
\]

Finally, the number of rejected IBD \( N_{IBD}^{\text{rej}} \) is the number of rejected events with \( \Delta T > 10 \mu s \) and \( E_p < 10 \) minus \( N_{FN}^{\text{rej}} \).

\[
\frac{\tilde{\epsilon}}{N_{\mu}^{\text{rej}}} = \frac{N_{IBD}^{\text{rej}}/N_{IBD}^{\text{tot}}}{N_{\mu}^{\text{rej}}} \tag{6.9}
\]

\[
N_{\mu}^{\text{rej}} = N((\text{FV}) \cap (2 \text{ MeV} < E_p < 20 \text{ MeV}) \cap (\Delta T < 10 \mu s))
\]

\[
N_{FN,HE}^{\text{rej}} = N((\text{FV}) \cap (10 \text{ MeV} < E_p < 20 \text{ MeV}) \cap (\Delta T > 10 \mu s)) \times \frac{10 - 2}{20 - 10}
\]

\[
N_{acc}^{\text{rej}} = N((\text{FV}) \cap (10 \text{ MeV} < E_p < 20 \text{ MeV}) \cap (\Delta T > 10 \mu s)) \times \frac{10 - 2}{20 - 10}
\]

\[
N_{IBD}^{\text{rej}} = N((\text{FV}) \cap (2 \text{ MeV} < E_p < 10 \text{ MeV}) \cap (\Delta T > 10 \mu s)) - N_{FN}^{\text{rej}}
\]

\[
N_{IBD}^{\text{tot}} = N(\text{FV}) \cap (2 \text{ MeV} < E_p < 10 \text{ MeV}) \cap (\Delta T > 10 \mu s)) - N_{acc}^{\text{rej}} + N_{IBD}^{\text{rej}}
\]

Figure 6.8(a) shows the evolution of the inefficiency of the FV cut with the parameter \( A \) of the cut. As the parameter \( A \) increases the cut moves further towards the IBD region. The inefficiency shows a plateau up to 0.28 as it only rejects Stopping Muons, and then increases very quickly because of the rejection of the IBD candidates. The rise of the inefficiency at low values is due to Light Noise events misinterpreted as IBD.

Figure 6.8(b) shows the evolution of the ratio \( \tilde{\epsilon} / N_{\mu}^{\text{rej}} \) with the parameter \( A \). The ratio first decreases as the number of IBD events does not increase over the range of the efficiency plateau, while the number of rejected Stopping Muons increases. Then the ratio increases as the number of rejected Stopping Muons does not evolves but the number of rejected IBD increases.

The chosen value for the cut parameter \( A \) corresponds to the position of the end of the inefficiency plateau and the minimum of the ratio \( \tilde{\epsilon} / N_{\mu}^{\text{rej}} \). The cuts for DC-III are expressed as:
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Figure 6.8: FV cut optimization for DC-III n-H analysis. The chosen value for parameter A is the position of the minimum of the ratio $\bar{\epsilon}/N_{\mu_{req}} : 0.2755$.

In order to display the evolution of the efficiency and the Inefficiency/$N_{\mu}$ ratio, the Light Noise events were kept. To compute the true inefficiency, they must be taken out, which lowers the inefficiency by a constant value. The inefficiencies of the FV cut on the IBD sample for n-Gd and n-H samples of the DC-III analysis are:

\begin{align*}
\text{n-Gd} & : E_d > 0.068 \times e^{FV_d/1.23} \\
\text{n-H} & : E_d > 0.2755 \times e^{FV_d/2.0125}
\end{align*}

(6.10) \hspace{2cm} (6.11)

In order to display the evolution of the efficiency and the Inefficiency/$N_{\mu}$ ratio, the Light Noise events were kept. To compute the true inefficiency, they must be taken out, which lowers the inefficiency by a constant value. The inefficiencies of the FV cut on the IBD sample for n-Gd and n-H samples of the DC-III analysis are:

\begin{align*}
\text{n-Gd} & : \bar{\epsilon} = (5.0 \pm 1.5) \cdot 10^{-4} \\
\text{n-H} & : \bar{\epsilon} = (4.64 \pm 1.4) \cdot 10^{-4}
\end{align*}

Figure 6.9 shows the 'N-1' distributions for the FV-cut on the DC-III n-H analysis, i.e. the modification operated by the FV-cut on the distributions when all other cuts are applied. Figure 6.9(a) shows that more than 90% of the rejected events are piling-up in the first bin, corresponding to the Stopping Muon events. Indeed, Figure 6.9(b) shows that the rejected sample is flat at the energy of the n-H capture peak, furthering our confidence that the rejected events are not IBD candidates.

Figure 6.9(c) shows an unexpected behaviour of the Stopping Muons spectrum. Indeed, the Stopping Muon spectrum was found to be flat in the n-Gd sample [61], while it is not flat any more in the n-H sample. This trend also appeared in the Fast Neutron spectrum for which, as explained in Section 4.4.c, the flat spectrum approximation could no longer be used.
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6.3.d Estimation of the Remaining Contamination

A profile of the $E_d$ vs $FV_d$ distribution in Figure 6.7(b) along the parameter A variable can be achieved by counting the number of events between two positions of the cut line (i.e., between $E_d = A \cdot e^{FV_d/B}$ and $E_d = (A + \delta A) \cdot e^{FV_d/B}$). A higher value for A means a more stringent cut, and thus, cuts more into the IBD region.

The remaining contaminations can be estimated from the profile shown in Figure 6.10. The rising edge of the IBD region is modelled by a Gaussian (in blue) as well as the SM distribution (in green). Two models of Light Noise (in grey) have been tested: a flat distribution (left) and a linear distribution (right).

The remaining Stopping Muon contamination after application of the FV cut can be esti-
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Figure 6.10: Profile of the $E_p$ vs $FV_d$ distribution along the moving direction of the cut. Two models of LN have been considered, one with a flat distribution (left) and one with a linear distribution (right).

mated by integrating the Stopping Muon Gaussian for $A > 0.2755$:

- flat LN : $10.4^{+4.0}_{-3.6}$ SM
- linear LN : $7.6^{+3.4}_{-3.0}$ SM
- combination : $9.0^{+3.7}_{-3.2}$ (stat.) $\pm 1.4$ (syst.) SM

Over 467,903 live days of data taking, the remaining SM contamination is

$$(1.9^{+0.8}_{-0.7} \pm 0.7) \cdot 10^{-2} \text{ (day)}^{-1}.$$  

6.4 DC-IV Stopping Muon Rejection Strategy

The DC-IV analysis bears on the data of both Near and Far Detectors, with FD-I and FD-II configurations of the Far Detector. Both n-Gd and Gd++ analyses were performed, as it was demonstrated in DC-III that the best result was obtained with a combined analysis, and not separating n-H and n-Gd cancels the spill effects at the Target/γ-Catcher threshold.

6.4.a Scintillator Leak in the Near Detector: Buffer Events

During the commissioning of the Near Detector, tests were performed to evaluate the amount of Light Noise. During these tests, it was found that some events at the top of the detector were reconstructed outside of the γ-Catcher, in the Buffer. These events show patterns that correspond to the position of the PMTs, as shown in Figure 6.11, thus ruling out the possibility of them being simply mis-reconstructed.

Upon more dedicated testing, it was found that the top of the buffer was more opaque to the calibration LED light than expected.

This behaviour is explained by a leak of γ-Catcher scintillator into the buffer. The contamination is small, such that enough light to pass the trigger thresholds is being collected only for events close to a PMT, explaining why these events only appear close to PMTs.
Figure 6.11: Some events are reconstructed largely outside of the active volumes (the Target and $\gamma$-Catcher are shown in black lines). They show a pattern corresponding to the position of the PMT in the Buffer, which means they happened close to the PMT, and do not result in a mis-reconstruction.

Due to a smaller overburden than the Far Detector (120 m.w.e. instead of 300 m.w.e), the Near Detector has a higher muon rate than the Far Detector by a factor of $\sim 5$. The scintillator leak into the Buffer increases the sensitivity to outside events, i.e. Fast Neutrons and Stopping Muons dominantly, increasing even further the magnitude of the Stopping Muons contamination in the Near Detector. Such Stopping Muons are called "Buffer Stopping Muons" (Buffer SM).

6.4.b DC-IV Functional Value

Figure 6.12 shows Distributions of Stopping Muons in the Near Detector Gd++ sample, for the Functional Value distribution (6.12(a)), the spatial distribution of the delayed events (6.12(b)), the $\Delta T$ distribution (6.12(c)), the delayed and prompt energy (6.12(e) and 6.12(d)). Superimposed on the candidate distributions (in blue) are shown the various contributions of Stopping Muons:

- The Chimney Stopping Muons, the ones present in the DC-III analysis, shown in red. They are spatially mis-reconstructed and appear below the chimney.

- The Buffer SM (in pink) appear because of the leak of scintillator in the buffer. They are reconstructed right above the $\gamma$-Catcher.

- Opening the prompt and delayed energy window up to 100 MeV allowed for a better handle on Fast Neutrons. However, it also enabled Stopping Muons to travel further before decaying, while still not triggering the Muon Veto. Such muon, and the subsequent Michel electron are no longer restrained to the Chimney, and can be located in the $\gamma$-Catcher, therefore, their Functional Value is lower than that of a usual Stopping Muon.
This population makes up the black distribution in the $\gamma$-Catcher, and will be referred to as GC-SM.

Figure 6.12: Description of the different populations of Stopping Muons in the Near Detector.

6.12(a): $E_d$ vs $FV_d$ distribution. All candidates are shown (color), GC-SM (black), Chimney SM (red), and Buffer SM (pink).

6.12(b): Delayed vertex position: The blue points correspond to all the candidates and the coloured distributions are each SM contributions.

6.12(c): $\Delta T$ distributions: The blue line corresponds to all the candidates and the coloured distributions are each SM contributions. SM contributions show a $2.2\mu$s life-time fully compatible with Stopping Muons.

6.12(d): Delayed energy distribution for all candidates (blue) and superimposed SM contributions.

6.12(e): Prompt energy distribution for DC-IV selected candidates (blue), and raw SM contributions.

Due to multiple Stopping Muons contributions, and the fact that the Buffer SM distribution overlaps the n-Gd peak, it is not possible to reduce fully the SM with a simple FV cut as in DC-III. While a looser FV-cut is kept, as shown in Figure 6.13, other variables have been investigated in order to improve the SM rejection power.

Figure 6.13 shows the FV cut for the ND, Gd++. The black dots correspond to the default sample, after application of all non-SM vetoes. In Figure 6.13(a) is superimposed the "N-1" sample, after application of all other SM-vetoes except the FV cut (cuts on the other variables investigated).
A SM-free sample can be defined by a simple cut on $\Delta T$. Because SM have a very short correlation time, imposing $\Delta T > 30\mu s$ reduces completely the SM contamination. This cut is not used in the $\theta_{13}$ analysis because of its very high inefficiency. Indeed, the maximum of the n-Gd peak is before 30$\mu$s, leading to a $\sim 60\%$ inefficiency in the Target, and a $\sim 20\%$ in the $\gamma$-Catcher.

However, this cut is very useful in providing a SM-free sample to estimate the inefficiency of a cut.

Figure 6.13(b) shows the default sample in black dots, and the control sample is superimposed in color. This allows to visualize the sanity of the cut position with respect to the pure IBD-like sample.

The FV cut consists in two exponentials, corresponding to each neutron capture. In the case of Gd-only, the same cut is applied for consistency, but the n-H part becomes irrelevant. The cut is defined as:

$$E_d > \max \left( A_H \cdot e^{FV_d/B_H}, A_{Gd} \cdot e^{FV_d/B_{Gd}} \right)$$ (6.14)

Table 6.1: Summary of FV-cuts for the various configurations of DC-IV.

<table>
<thead>
<tr>
<th>Detector</th>
<th>FV-Cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>FD-I</td>
<td>$E_d &gt; \max \left( 0.36 \cdot e^{FV_d/2.4}, 0.06 \cdot e^{FV_d/1.2} \right)$</td>
</tr>
<tr>
<td>FD-II</td>
<td>$E_d &gt; \max \left( 0.20 \cdot e^{FV_d/1.8}, 0.05 \cdot e^{FV_d/1.2} \right)$</td>
</tr>
<tr>
<td>ND</td>
<td>$E_d &gt; \max \left( 0.32 \cdot e^{FV_d/2.1}, 0.07 \cdot e^{FV_d/1.2} \right)$</td>
</tr>
</tbody>
</table>
6.4.c A New Functional Value: $F^*$

The Functional Value can be broken down in two separate quantities: $FV_{\text{tlk}}$, standing for Functional Value Time Likelihood, using only the hit time information in RecoBAMA, and $FV_{\text{qlk}}$, for Functional Value Charge Likelihood, using only the charge information. The three variables are shown in Figure 6.14. The time-only component ($FV_{\text{tlk}}$) seems to be the best choice to separate Buffer Stopping Muons.

$FV_{\text{tlk}}$ is not independent from energy. The more energy an event deposits, the more photons are emitted, and the more PMTs are hit, which in turns increases the reconstruction and lowers the negative log-likelihood. Therefore, two separate conditions are required for the n-H and n-Gd captures, which is not satisfactory. To correct for this dependency with energy, a new variable, called $F^*$, is defined as a linear combination of $FV_{\text{tlk},d}$ and $E_d$. The definitions of $F^*$ for each detector configuration are summarized in Table 6.2.

![Figure 6.14: Break down of the Functional Value (left) into its charge-only (center) and time-only (right) components. The various Stopping Muons contributions are better separated in the $FV_{\text{tlk},d}$. The left-most population is the Buffer SM population.](image)

Table 6.2: Summary of $F^*$ definition for the various configurations of DC-IV.

<table>
<thead>
<tr>
<th>Detector</th>
<th>$F^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FD-I</td>
<td>$FV_{\text{tlk},d} + 0.110 \cdot E_d$</td>
</tr>
<tr>
<td>FD-II</td>
<td>$FV_{\text{tlk},d} + 0.120 \cdot E_d$</td>
</tr>
<tr>
<td>ND</td>
<td>$FV_{\text{tlk},d} + 0.097 \cdot E_d$</td>
</tr>
</tbody>
</table>

The $E_d$ vs $FV_{\text{tlk},d}$, and the corrected $E_d$ vs $F^*$ distributions are shown in Figures 6.15(a) and 6.15(b) respectively. Figure 6.15(c) shows the distribution with all candidates, where a straight cut in $F^*$ could be envisioned, but with poor rejection power on the Chimney SM. However, Buffer SM and GC-SM are very well separated from the IBD sample.
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6.15(a) and 6.15(b): Definition of $FV^*$ as a linear combination of $FV_{tlk,d}$ and $E_d$ to correct for the dependency of $FV_{tlk,d}$ on $E_d$ in the SM-free sample.

6.15(c): $E_d$ vs $FV^*$ for all candidates.

6.4.d Discrepancies in the Vertex Reconstruction

In parallel to RecoBAMA, another vertex reconstruction has been developed by the Niigata group, called RecoJapan. Figures 6.16(a) and 6.16(b) show comparisons of RecoBAMA and RecoJapan for the vertical and radial reconstructions. The RecoJapan reconstruction uses different pull term strategies and does not force vertices inside the detector, hence some differences arise with respect to RecoBAMA.

Figure 6.16(c) shows the evolution of the absolute difference $\Delta BJ_{z,d} = Z_{Japan} - Z_{BAMA}$ with the position of the vertex as reconstructed by RecoBAMA, here for delayed triggers. In the majority of cases, the two algorithms agree within \( \pm 0.5 \) m, however, populations of events at the top of the detector, that are not present in the SM-free events (in color), have bigger discrepancies. They correspond to Chimney Stopping Muons, for $Z$ between \( \sim 0.5 \) m and \( \sim 1.5 \) m, and to Buffer Stopping Muons, for $Z$ higher than \( \sim 1.75 \) m. A cut in both $\Delta BJ_{z,d}$ and $Z$ would help reducing these contribution, however, because of the relatively poor spatial resolution of RecoBAMA, it was decided in the collaboration not to use any cut based on the absolute position of the events.

$\Delta BJ_{z,d}$ is a powerful way to separate Stopping Muons from IBD, however, $\Delta BJ_{z,d}$ alone is not sufficient to remove all Stopping Muons.

6.4.e Combining $\Delta BJ$ and $FV^*$

As previously explained, neither $FV^*$ nor $\Delta BJ_{z,d}$ are sufficient to reject Stopping Muons on their own. However, both variables allow a good degree of separation between IBD and different types of Stopping Muons. $FV^*$ is good at separating Buffer SM and GC-SM while $\Delta BJ_{z,d}$ is good at rejecting Chimney SM.

Combining both variables, as shown in Figure 6.17(a), allows a clearer separations of each population. Figure 6.17(b) shows the individual contributions of each population:

- Chimney SM (red)
- Buffer SM (pink)
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Figure 6.16: 6.16(a) and 6.16(b): $Z$ and $\rho^2$ vertex distributions as reconstructed by RecoBAMA (blue) and RecoJapan (red).
6.16(c): Evolution of the difference between RecoJapan and RecoBAMA $Z$-axis reconstructions of delayed events ($\Delta BJ_{z,d}$) with the $Z$ position of the vertices (by RecoBAMA). The black dots correspond to all candidates, and the color histogram shows the SM-free sample with $\Delta T > 30 \mu s$.

- GC-SM (black)
- SM-free sample with $\Delta T > 30 \mu s$ (blue)

The Chimney SM population separation from FV* is increased by the breaking of degeneracy from $\Delta BJ_{z,d}$, and FV* drives the separation of Buffer SM and GC-SM.

Figure 6.17(c) shows the N-1 distributions, when applying all non-SM vetoes (black dots), and when applying all vetoes except the one in the $\Delta BJ_{z,d}$ vs FV* (color), which is materialized by the red line. It is to be noted that the Chimney SM disappear already when applying all other vetoes, leaving the Buffer SM to be rejected. Figure 6.17(d) shows the SM-free sample, and the red line materializes the cut in the $\Delta BJ_{z,d}$ vs FV* space.

The cut used here, called later on $\Delta BJ$-cut, is an ellipse fitted onto top right edge of the IBD region, i.e. the border between IBD and Chimney SM. Events outside the ellipse are rejected. As seen in Figure 6.17(d), the IBD distribution leaks at high absolute values of $\Delta BJ_{z,d}$. To account for that behaviour, a straight line is added, to protect this population of leaking IBDs. Finally, all events within the ellipse or at the left side of the line are kept as IBD candidates.

The description of the cut needs five parameters for the ellipse, and one for the vertical protection:

$$
\left( \frac{FV^* - FV_{0}^{*}}{\sigma_{FV^{*}}} \right)^{2} + \left( \frac{\Delta BJ_{z,d} - \Delta BJ_{z,0}}{\sigma_{\Delta BJ_{z,d}}} \right)^{2} < R^{2} \parallel FV^* < FV_{\text{protect}}^{*}
$$

The parameters for the analyses of each Detector and capture configuration are summarized in Table 6.3.

6.4.f Chimney Pulse-Shape

A SM discrimination can be achieved on pulse-shape criteria. First the waveforms from all the PMT for a given event are shifted to correct for the time of flight assuming the vertex
position reconstructed by RecoBAMA: $\vec{r}_{BAMA}$. A likelihood $L_{\text{vtx}}$ is computed using the average pulse shape of a Co calibration run as reference. Then the waveforms are time-of-flight corrected assuming that the vertex is located at the entrance of the Chimney: $\vec{r}_{\text{chm}} = (0, 0, 250 \text{ cm})$ and a new likelihood $L_{\text{chm}}$ is computed. $L_{\text{vtx}}$ and $L_{\text{chm}}$ are defined as:

$$ L_{\text{vtx}}(\vec{r} = \vec{r}_{\text{BAMA}}) = \prod_{i=1}^{128} C_{\text{vtx}}(\vec{r}_{\text{BAMA}}) \times WF_i(\vec{r}_{\text{BAMA}}) $$ \hspace{1cm} (6.16)

$$ L_{\text{chm}}(\vec{r} = \vec{r}_{\text{chm}}) = \prod_{i=1}^{128} C_{\text{chm}}(\vec{r}_{\text{chm}}) \times WF_i(\vec{r}_{\text{chm}}) $$ \hspace{1cm} (6.17)
Table 6.3: ∆BJ cut parameters summary.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>FV₀</th>
<th>∆BJ₀</th>
<th>σ_FV₀</th>
<th>σ_∆BJ₀</th>
<th>R</th>
<th>FVₙ protect</th>
</tr>
</thead>
<tbody>
<tr>
<td>FD-I</td>
<td>3.9</td>
<td>-0.03</td>
<td>0.16</td>
<td>0.14</td>
<td>6</td>
<td>4.3</td>
</tr>
<tr>
<td>Gd</td>
<td>3.9</td>
<td>-0.03</td>
<td>0.17</td>
<td>0.14</td>
<td>6</td>
<td>4.3</td>
</tr>
<tr>
<td>ND</td>
<td>3.9</td>
<td>0.01</td>
<td>0.15</td>
<td>0.13</td>
<td>5</td>
<td>4.3</td>
</tr>
<tr>
<td>FD-I</td>
<td>4.1</td>
<td>-0.03</td>
<td>0.14</td>
<td>0.21</td>
<td>4</td>
<td>4.3</td>
</tr>
<tr>
<td>Gd++</td>
<td>4.1</td>
<td>0.01</td>
<td>0.15</td>
<td>0.21</td>
<td>5</td>
<td>4.3</td>
</tr>
<tr>
<td>ND</td>
<td>4.0</td>
<td>0.01</td>
<td>0.14</td>
<td>0.19</td>
<td>5</td>
<td>4.3</td>
</tr>
</tbody>
</table>

Where WF₀(ᵣ) is the value of the event pulse shape at the time sample j, assuming a vertex position ᵣ, and Co₀(ᵣ) corresponds to the value of the Co pulse shape at the time sample j assuming a position ᵣ. The ratio ln(Lᶜʰ⁻ᵐ)/ln(Lᵥᵗₓ) defines the CPS variable.

Figure 6.18(a) shows the CPS distribution as a function of the distance of the vertex (estimated by RecoBAMA) from the Chimney for all candidates (blue dots). Each individual SM contributions is shown: The Chimney Stopping Muons (red dots), the Buffer Stopping Muons (pink dots), and the GC-SM (black dots). It is interesting to note that the CPS is constructed to reject Chimney events, and as expected, is well separating the Chimney SM from the IBD candidates. However, it is not so powerful in rejecting Buffer SM and GC-SM as the delayed triggers of those events do not occur in the Chimney.

Figure 6.18(b) and 6.18(c) show the behaviour of the CPS cut, parametrized as a 1D cut on the CPS value of the delayed event, with respect to the 'N-1' sample, i.e. the candidates on which all other cut except the CPS cut are applied, and the SM-free sample with ∆T > 30 µs. The IBD-like distribution shows two lobes as shown in Figure 6.18(d), corresponding to the n-H (black) and n-Gd (red) captures.

The cut used here, called later on CPS-cut, is CPSₙ > 0.95 for all captures and configurations.

6.5 Performance Evaluation

6.5.a Stopping Muon Rejection Power

The Stopping Muon rejection power is the ratio N₀ˢᵐ / N₀ʰ^{tot}. Two methods are used to estimate this ratio.

The first method is to compare the number of rejected candidates in a Muon-enriched sample to the total number of candidates in this sample.
Figure 6.18: Definition of the CPS cut for ND Gd++.

6.18(a): Individual SM contributions overlaid on all candidates after application of the non-SM vetoes (blue dots). Chimney Stopping Muons (red), Buffer Stopping Muons (pink) and GC-SM (black).
6.18(b): Remaining candidates after application of all vetoes except the CPS cut (color). The black dots correspond to the candidates that passed the non-SM vetoes.
6.18(c): Candidates of the SM-free sample ($\Delta T > 30 \mu s$) in color. The black dots correspond to the candidates that passed the non-SM vetoes.
6.18(d): CPS distributions for captures on n-Gd (red) and n-H (black).

The Muon-enriched sample is selected with the following cuts.

\[
\text{SM-enriched: } ((\text{CPS}_p + \text{CPS}_d < 1.9) \cap (\Delta T < 20 \mu s) \cap (E_d < 0.16 \times \exp(FV_d/1.5)))
\]

\[
\text{rejection Power: } \frac{N((\text{SM-enriched}) \cap (\text{SM-cuts}))}{N(\text{SM-enriched})}
\]

The sum of the CPS variables for prompt and delayed triggers, shown in Figure 4.20, has been found to be very efficient to tag Stopping Muons and was used in the results presented at the Moriond 2016 conference. However, it was decided to avoid using it since it uses the information of the prompt trigger, which could bias the prompt energy spectrum.
The $\Delta T$ distribution of the Muon-enriched sample is shown in Figure 6.19(a). The black histogram corresponds to the full SM-enriched sample, the cut $\Delta T > 20\mu s$ is left out in the plot to allow an estimation of the negligible IBD-like contamination. The red histogram corresponds to the events from this sample rejected by the SM cuts, and the blue histogram corresponds to those that pass the SM-cuts.

The second method uses a fit of the correlation time model from Equation 6.6 to the full sample before and after application of the SM-cuts in order to estimate the reduction of the Stopping Muons. The best fit of the IBD candidates before and after applications of the SM cuts is shown in Figure 6.19(b). The black line corresponds to the IBD sample before SM-cuts, the best fit parameters are shown in the black box. The blue histogram corresponds to the selected sample, after application of the SM-cuts, the best fit parameters are shown in the blue box. Rejection powers estimated from these two methods for the Near Detector, Gd + + are:

$$\epsilon_{\text{count}} = (99.73^{+0.27}_{-1.46})\%$$
$$\epsilon_{\text{Fit}} = (96.83 \pm 1.86)\%$$

The fit of the IBD selection before Stopping Muon rejection allows to estimate their original contamination of the IBD sample to $\geq 15\%$ in the Near Detector Gd++ configuration. Given such a level of contamination, it is indeed un-realistic to perform an analysis without Stopping Muons rejection.

Both methods give consistent results within 1σ. The fitting method only provides cross-check as it is not sensitive enough to the low contamination remaining in the sample, even more so for the Far Detector, where the Stopping Muon contamination is 20 times smaller, as shown in Figure 6.19(c), where the Stopping Muon contamination is too low to be precisely estimated.

The rejection powers estimated with the first method for each detector and capture configurations are summarized in Table 6.4. The $\Delta BJ_{z,d}$ cut is comparatively much more efficient for the Near Detector than for the Far Detector because of the presence of Buffer SM only in the Near Detector, that other cuts cannot address as efficiently. For the Far Detector, the FV-cut is the dominant cut.

### 6.5.b IBD Inefficiency Estimation

The full SM cut is a concatenation of three cuts:

$$\text{SM cut} = \Delta BJ_{z,d}\text{-cut} \cap \text{FV-cut} \cap \text{CPS-cut}$$

For a given cut, the inefficiency of the cut is computed as the ratio of the estimated number of IBD rejected by the cut over the total estimated number of IBD in the original sample: $N_{\text{IBD}}^\text{rej} / N_{\text{IBD}}^\text{tot}$. As in the Functional Value analysis for DC-III presented in Section 6.3, an estimation of remaining backgrounds in the total and rejected sample must be carried out in order to obtain an unbiased inefficiency.

The contamination of Accidentals is reduced by applying the ANN-cut, the $^9\text{Li}$ is reduced by applying the cut on $L_{9\text{Li}}$, and the Fast Neutron contribution is reduced by applying the Inner Veto cuts. Moreover, the inefficiency is estimated on a SM-free sample, with $\Delta T > 30\mu s$, so as not to count SM rejection as IBD rejection. All events with $E_d > 10\text{ MeV}$ are either Stopping
6.19(a): Counting events before and after application of the SM cuts on a Stopping Muon enriched sample. Here the cut $\Delta T < 20 \mu s$ have been left out to visualize the negligible IBD-like contamination of this sample.

6.19(b): Fitting the $\Delta T$ distribution of the full candidates with the correlation time model described in Equation 6.6, before (black line) and after application of the SM cuts. The selected sample is shown in blue, and the rejected sample in red. The red lines show the best fit result before and after application of the SM-cut. The parameters results in each case are shown in black (before cuts) and blue (after cut).

6.19(c): Limitations for the fit method arise for the FD where the Stopping Muon contamination is too low to be well estimated.

Figure 6.19: Two rejection power estimation methods have been developed:

- **6.19(a):** Counting events before and after application of the SM cuts on a Stopping Muon enriched sample. Here the cut $\Delta T < 20 \mu s$ have been left out to visualize the negligible IBD-like contamination of this sample.
- **6.19(b):** Fitting the $\Delta T$ distribution of the full candidates with the correlation time model described in Equation 6.6, before (black line) and after application of the SM cuts. The selected sample is shown in blue, and the rejected sample in red. The red lines show the best fit result before and after application of the SM-cut. The parameters results in each case are shown in black (before cuts) and blue (after cut).
- **6.19(c):** Limitations for the fit method arise for the FD where the Stopping Muon contamination is too low to be well estimated.
Muons or Fast Neutrons, and can therefore be rejected a priori. The sample of events can then be described as:

$$\begin{align*}
FN &= (\text{ANN-cut} \cap (L_{9\text{Li}} < 0.4) \cap (\Delta T > 30 \mu\text{s}) \cap \text{IV-Tag}) \\
IBD_{\text{tot}} &= (\text{ANN-cut} \cap (L_{9\text{Li}} < 0.4) \cap (\Delta T > 30 \mu\text{s}) \cap \text{IV-cut} \cap (E_d < 10 \text{ MeV})) \\
IBD_{\text{rej}} &= (\text{ANN-cut} \cap (L_{9\text{Li}} < 0.4) \cap (\Delta T > 30 \mu\text{s}) \cap \text{IV-cut} \cap (E_d < 10 \text{ MeV}) \cap \text{Cut})
\end{align*}$$

let : $FN_{\text{tot}} = FN$ scaled to $IBD_{\text{tot}}$ on $[15 - 100]\text{MeV}$
and : $FN_{\text{rej}} = FN$ scaled to $IBD_{\text{rej}}$ on $[15 - 100]\text{MeV}$
then : $$\tilde{\epsilon} = \frac{IBD_{\text{rej}} - FN_{\text{rej}}}{IBD_{\text{tot}} - FN_{\text{tot}}}$$

Figure 6.20: Prompt spectrum of events before applying SM-cuts (black), and those rejected by SM-cuts (red). In green and blue are shown the shape of Fast Neutrons, normalized over $[15 - 100]\text{MeV}$ to respectively the total events, and the rejected ones. The integral of these Fast Neutrons spectra gives the Fast Neutron contamination in both samples.

Figure 6.20 shows the spectra of the IBD-like events that pass all default cuts as defined above in black, and the ones that pass all default cut except the considered cut in red (here, the full SM-cut). The green and blue histograms show the Fast Neutron contamination in each sample, obtained by scaling the IV-Tagged Fast Neutron shape on the $[15 - 100]\text{MeV}$ range of each sample. The subtraction of the Fast Neutron histograms from the IBD-like histograms allows to estimate the pure IBD inefficiency.

Inefficiencies of each individual SM cut and of the full SM cut are computed as defined in Equation 6.21, and are summarized in Table 6.4.
Table 6.4: Inefficiency and Rejection power estimation for SM cuts for each detector and capture configuration.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Veto</th>
<th>Inefficiency</th>
<th>Rejection Power</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FD-I Gd++</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔBJ&lt;sub&gt;z,d&lt;/sub&gt;</td>
<td>(0.13 ± 0.02)%</td>
<td>(90.6 ± 4.5)%</td>
<td></td>
</tr>
<tr>
<td>FV</td>
<td>(0.049 ± 0.012)%</td>
<td>(94.22 ± 4.64)%</td>
<td></td>
</tr>
<tr>
<td>CPS</td>
<td>(0.011 ± 0.007)%</td>
<td>(93.8 ± 4.6)%</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>(0.166 ± 0.024)%</td>
<td>(99.88±0.12)±4.85)%</td>
<td></td>
</tr>
<tr>
<td>Remaining</td>
<td>&lt; 0.2% of IBD</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>FD-I Gd</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔBJ&lt;sub&gt;z,d&lt;/sub&gt;</td>
<td>(0.010 ± 0.0094)%</td>
<td>(97.0±3.0)±5.7)%</td>
<td></td>
</tr>
<tr>
<td>FV</td>
<td>(0.056 ± 0.023)%</td>
<td>(99.6±0.4)±5.8)%</td>
<td></td>
</tr>
<tr>
<td>CPS</td>
<td>(0.007±0.001±0.007)%</td>
<td>(97.6±2.4)±5.8)%</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>(0.06±0.025)±0.026)%</td>
<td>(100±0)±5.8)%</td>
<td></td>
</tr>
<tr>
<td>Remaining</td>
<td>&lt; 0.05% of IBD</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>FD-II Gd++</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔBJ&lt;sub&gt;z,d&lt;/sub&gt;</td>
<td>(0.104 ± 0.020)%</td>
<td>(83.3 ± 4.8)%</td>
<td></td>
</tr>
<tr>
<td>FV</td>
<td>(0.083 ± 0.018)%</td>
<td>(93.24 ± 5.2)%</td>
<td></td>
</tr>
<tr>
<td>CPS</td>
<td>(0.153 ± 0.024)%</td>
<td>(91.0 ± 5.1)%</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>(0.32 ± 0.035)%</td>
<td>(99.25±0.75)±5.5)%</td>
<td></td>
</tr>
<tr>
<td>Remaining</td>
<td>&lt; 0.2% of IBD</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>FD-II Gd</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔBJ&lt;sub&gt;z,d&lt;/sub&gt;</td>
<td>(0.089±0.029)±0.032)%</td>
<td>(96.4 ± 7.0)%</td>
<td></td>
</tr>
<tr>
<td>FV</td>
<td>(0.10 ± 0.03)%</td>
<td>(95.89 ± 7.0)%</td>
<td></td>
</tr>
<tr>
<td>CPS</td>
<td>(0.14±0.037±0.039)%</td>
<td>(96.14 ± 7.0)%</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>(0.26 ± 0.05)%</td>
<td>(100±0)±7.0)%</td>
<td></td>
</tr>
<tr>
<td>Remaining</td>
<td>&lt; 0.05% of IBD</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ND Gd++</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔBJ&lt;sub&gt;z,d&lt;/sub&gt;</td>
<td>(0.028 ± 0.005)%</td>
<td>(92.44 ± 1.77)%</td>
<td></td>
</tr>
<tr>
<td>FV</td>
<td>(0.037 ± 0.006)%</td>
<td>(58.74 ± 1.67)%</td>
<td></td>
</tr>
<tr>
<td>CPS</td>
<td>(0.070 ± 0.008)%</td>
<td>(49.56 ± 1.67)%</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>(0.125 ± 0.010)%</td>
<td>(99.73±0.27)±1.46)%</td>
<td></td>
</tr>
<tr>
<td>Remaining</td>
<td>&lt; 0.05% of IBD</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ND Gd</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔBJ&lt;sub&gt;z,d&lt;/sub&gt;</td>
<td>(0.062 ± 0.011)%</td>
<td>(99.6±0.4)±2.9)%</td>
<td></td>
</tr>
<tr>
<td>FV</td>
<td>(0.068 ± 0.012)%</td>
<td>(87.1 ± 2.8)%</td>
<td></td>
</tr>
<tr>
<td>CPS</td>
<td>(0.035 ± 0.009)%</td>
<td>(83.1 ± 2.8)%</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>(0.129 ± 0.016)%</td>
<td>(100±0)±2.8)%</td>
<td></td>
</tr>
<tr>
<td>Remaining</td>
<td>&lt; 0.05% of IBD</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Figure 6.21: Impact of each of the Stopping Muons cuts on the prompt energy spectrum of the SM-free sample ($\Delta T > 30 \mu s$) for each of the detector and capture configurations. Deviations from the unity show the impact of the cut inefficiency.

The efficiency computed in this way is an integral effect, averaged over the full energy range. However, in Double Chooz, the shape of the prompt energy spectrum is used to estimate $\sin^2(2\theta_{13})$, it is therefore important to verify that the cut does not impact the shape of the spectrum.

Figure 6.21 shows the ratio of the SM-free sample ($\Delta T > 30 \mu s$) spectrum after application of the SM-cuts divided by the spectrum before applying the SM-cuts, here zoomed in on [0; 20]MeV for a better visualization of the IBD interest region of [1; 10]MeV. Deviations from the unity show the impact of the inefficiency of the cut.
An inefficiency small over the full spectrum, but more important at low energies could be dangerous for the Rate+Shape analysis as it would impact the shape of the spectrum. The shape of the prompt energy spectrum is particularly sensitive to $\sin^2(2\theta_{13})$ in the $[1-3]$MeV range; in this range, for all six configurations, the average inefficiency of the full cut does not exceed $\sim 0.4\%$, making it negligible compared to the $\sim 4\%$ systematic uncertainties of DC-III in that particular energy range.

![Graphs showing ratio of Fast Neutron spectrum before and after application of SM-cut.](image)

**Figure 6.22:** Ratio of the Fast Neutron spectrum before and after application of the SM-cut. No noticeable impact is visible here, hence the SM-cut does not bias the estimation of the Fast Neutron shape used to fit the prompt energy spectrum in the Rate+Shape analysis.
An impact on the SM-free spectrum at higher energies could mean that the SM-cut biases the shape of the Fast Neutron spectrum, which would be problematic since the shape of the Fast Neutrons is an input of the final Rate+Shape fit for the $\sin^2(2\theta)$ measurement. Figure 6.22 shows the ratio for each bin of the Fast Neutron spectrum with and without application of the SM-cut. The pure Fast Neutron spectrum is obtained by selecting the IV-tagged events and applying a $\Delta T > 30 \mu s$ cut in order to reject all Stopping Muons tagged by the IV-tag. Deviation from the unity shows the bias on the Fast Neutron spectrum induced by the SM-cut. No impact on the Fast Neutron spectrum was found, allowing the shape of Fast Neutrons to be used in the Rate+Shape fit with no SM-induced bias on the $\theta_{13}$ measurement.

6.6 Impact of the SM-cuts on the IBD selection

Hereafter, in Figures 6.23 to 6.32 are presented the effects of the SM cut on "canonical" distributions such as, in usual reading order, the prompt energy spectrum, the delayed energy spectrum, the $\Delta T$ distribution, the vertex distribution along the Z-axis, and the selected and rejected vertex distributions projected on the (X,Z) and (X,Y) planes, where the black lines correspond to the vessels of the Target (innermost) and $\gamma$-Catcher (outermost). The plots corresponding to the ND Gd++ are broken down hereafter.

Figure 6.23: Prompt and delayed energy spectra, the black line corresponds to the IBD candidates selected by the full selection except SM-cuts, the blue line corresponds to the fully selected IBD candidates, the red line corresponds to the events rejected by the SM-cuts. The green line corresponds to the SM-free sample, with the cut $\Delta T > 30 \mu s$, scaled to the blue line on the IBD energy region of interest. The good agreement between the blue and the green line strengthens the confidence that the SM-cut is removing all SM without impact on the IBD.

Figure 6.23 shows the energy spectra for the prompt and delayed events. The black line corresponds to the IBD sample selected by all vetoes except the SM-cut. The blue line corresponds to the candidates that pass all vetoes including the SM-cut. The red line corresponds to events that pass all other cuts but are rejected by the SM-cut. Finally, the green line corresponds to the SM-free sample, where SM are rejected by the $\Delta T > 30 \mu s$, and scaled back to the black histogram on the IBD region of interest. This alternative method does not alter the IBD.
distributions, and provides a good alternative method to cross-check the sanity of the SM-cut. As previously stated, a 30µs cut leads to different inefficiencies in the Target and γ-Catcher (≈ 60% in the Target and ≈ 20% in the γ-Catcher) because of the order of magnitude difference between the capture times of each volume. Therefore, the n-H and n-Gd peak of the SM-free sample in the delayed energy spectrum need to be scaled separately to fit the black curve. The scaling is performed on the integral on the [2; 2.4]MeV and [7.5; 8.5]MeV. The good agreement between the blue and green lines over the IBD regions visually confirms the 0.129% inefficiency previously estimated, and the disappearance of the SM populations. This is especially visible for the GC-SM, in the high delayed energy region, which confirms the 99.73% rejection power.

Figure 6.24: ∆T distribution. The black line corresponds to the full IBD candidates selected by all cuts except SM-cuts, the blue line corresponds to the full selection, including SM-cuts, and the red line correspond to the events rejected only by the SM-cuts.

Figure 6.24 shows the ∆T distribution. The black line correspond to events selected by all cuts except SM-cuts, the blue and red lines correspond to the events that pass all other cuts, and are respectively selected and rejected by the SM-Cut. The rejected sample shows a characteristic time of ≈ 2µs, compatible with Stopping Muon decays, and a very low contribution of IBD or Accidentals, with higher correlation times.

Figure 6.25 shows the candidate vertices projected on the Z-axis for the prompt (6.25(a)), and delayed (6.25(b)) triggers. The dotted lines show the position of the Target (two innermost lines) and the γ-Catcher (two outermost lines) acrylic vessels. In both cases, the black histogram, corresponding to candidates passing all non-SM cuts, shows a clear excess of events at the top of Target and γ-Catcher, corresponding to Stopping Muons. This excess disappears after application of the SM-cut. Rejected events, in red, correspond exclusively to this topological excess, with close to no rejected events in the lower part of the detector. The Buffer SM are particularly visible in the delayed trigger distribution, for which the Michel electron is reconstructed outside the γ-Catcher whereas the muon of such events (prompt trigger) is mis-reconstructed in the γ-Catcher. The SM-free sample, in green is here again scaled on the γ-Catcher (solid green line) and the Target (dashed green line) separately because of the different efficiencies. In order not to be biased by the SM rejection, the scaling on each volume is performed in the bottom part only ([−2, −1.3]m for the γ-Catcher, and [−0.8, −0.4] m for the Target). The agreement between the blue and green lines at positive values means that no excess of low-correlation-time events are left after the SM-cut is applied, and that no IBD-like
Figure 6.25: Z-axis vertex distribution for the prompt (6.25(a)), and for the delayed (6.25(b)) triggers. The black, blue and red lines are the same selection as previously described, the green solid line corresponds to the SM-free sample, scaled to the black line on the bottom part of the γ-Catcher, and the dashed green line corresponds to the same sample scaled to the bottom of the Target. The green lines are scaled on the bottom of the γ-Catcher and Target, where no SM are expected.

events are over-subtracted. Concerns were raised because of the excess of events at the top of the distribution compared to the bottom, even after SM reduction. However, the agreement with the SM-free sample on the upper regions demonstrates that this excess is not related to SM, and corresponds to remaining Fast Neutrons, with higher time correlation.

Figure 6.26 shows the delayed vertex distribution projected on the vertical (top) and horizontal planes (bottom), for rejected (left) and accepted events without applying the ANN veto. Rejected events pile up below the Chimney for mis-reconstructed Chimney SM, in the Buffer for Buffer SM and in the γ-Catcher for the GC-SM. No more excess corresponding to the rejected SM is visible in the accepted distributions. The remaining excess correspond to Accidentals and Fast Neutrons and disappear after application of the ANN and are also more abundant below the veto-acceptance hole that is the Chimney. Figure 6.27 shows the same distributions for the prompt vertices. Here Muon vertices are mis-reconstructed and pulled toward the center of the detector.

Figures 6.28 to 6.32 show the previously presented distributions for the ND Gd, FD-I Gd++, FD-I Gd, FD-II Gd++ and FD-II Gd analyses. For simplicity, only delayed event vertices are shown as the SM cut only applies on the delayed trigger. It is particularly notable that the Buffer SM and GC-SM disappear in the Far Detector. The Buffer SM are no longer present because there is no scintillator leak in the buffer of the Far Detector, and the GC-SM disappear because the Muon spectrum is harder, due to more shielding, and the fraction of Muons that could produce such GC-SM is much smaller.

In all configurations, the good agreement between the distribution of selected events (blue) and the SM-free distributions (green) provides a confirmation of the good rejection powers, and low inefficiencies achieved.
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Figure 6.26: 2D projections of the delayed vertices of rejected (left) and accepted events (right), for projections on the vertical (top) and horizontal plane (bottom).

Figure 6.27: 2D projections of the prompt vertices of rejected (left) and accepted events (right), for projections on the vertical (top) and horizontal plane (bottom).
Figure 6.28: Effects of the SM-cut on the \textbf{ND Gd IBD selection.}
Figure 6.29: Effects of the SM-cut on the **FD-I Gd++ IBD** selection.
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(a) Prompt energy spectrum

(b) Delayed energy spectrum

(c) Time correlation

(d) Z-axis delayed vertex distribution

(e) (X,Z) rejected delayed SM vertex distribution

(f) (X,Z) accepted delayed IBD vertex distribution

(g) (X,Y) rejected delayed SM vertex distribution

(h) (X,Y) accepted delayed IBD vertex distribution

Figure 6.30: Effects of the SM-cut on the FD-I Gd IBD selection.
Figure 6.31: Effects of the SM-cut on the FD-II Gd++ IBD selection.
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Figure 6.32: Effects of the SM-cut on the FD-II Gd IBD selection.
6.7 Conclusion

Stopping Muons are a dangerous background of Double Chooz, especially in the Near Detector, where their rate is \( \sim 20 \) times higher than in the Far Detector, and reaches \( 15\% \) of the IBD sample. The method developed during my thesis to reduce Stopping Muons allowed a near to total rejection of the Stopping Muons, bringing their contamination down to less than \( 0.2\% \) of the IBD sample in the worst configuration. Moreover, the impact of the rejection on the IBD sample itself is kept to an inefficiency of a maximum of \( 0.32\% \) in the FD-II configuration. The uncertainty of this estimation is limited by the statistics in the Far Detector and is expected to improve rapidly as FD-II accumulates more statistics in the future analyses.
Conclusion

Since their first detection by F. Reines and C. Cowan in 1956, sixty years ago, the neutrinos brought new light in our understanding of the physics, from high precision testing of the standard model to the explosion of supernovae. They can be used as messenger to probe the activity of nuclear reactors, the composition of earth’s mantle, but also as astrophysical messenger as they are not deflected by magnetic fields nor absorbed by gas clouds. The discovery and understanding processes of the neutrino properties are briefly presented, as well as the inclusion of the neutrino in the Standard Model. I also describe the oscillation formalism and the historical measurements that lead to the understanding of these oscillations and to the measurement of the oscillation parameters.

I first present concept of the Double Chooz experiment aiming to measure the mixing parameter $\theta_{13}$ in the oscillation of neutrinos by quantifying the disappearance of the $\bar{\nu}_e$ from the two nuclear reactors of the Chooz nuclear power plant. Double Chooz proposed the multi-detector method to help constrain the reactor flux normalization independently from previous measurements, and from the flux prediction, in disagreement with existing data. This method have since then spread to other reactor $\theta_{13}$ experiments such as Daya Bay and RENO. The detector design has been presented, the three layers of the Inner detector allow a control of the detection systematics linked to the knowledge of the volume and the containment of the deposited energy by the Target and the $\gamma$-Catcher, but also helps reduce the Accidental background by introducing a Buffer volume to shield from radioactivity. The Inner Veto surrounding the detector helps tag and actively reject muons and muon-induced background. The data acquisition chain and event processing are also described.

Then are presented the analyses performed by Double Chooz in order to measure the $\theta_{13}$ parameter. First, the background rejection is presented. The agreement between the background model, i.e. the summed rates and shapes of the estimated remaining background contaminations, and the event rate observed in the reactor-off periods strengthens the confidence in the model. Then, the Rate+Shape and RRM analyses for DC-III, in the single-detector configuration, are presented. Finally, the first results of the DC-IV analysis, in the two-detector configuration, are presented. These results are still preliminary, and therefore the method is described instead of the actual results.

A first part of my work consisted in performing tests during the commissioning of the Near Detector to evaluate the linearity of the response of the Flash-ADC digitizers. The tests performed showed that the linearity of the Flash-ADCs was well within the manufacturer’s limits, and that they could be installed in the acquisition chain of the Near Detector. From
these tests, a better understanding of the Flash-ADC digitization was possible, especially on
the inherent limitations on the baseline determination due to the flooring performed by the
Flash-ADC and an analog noise small compared to the digitization step size.

The understanding of the Flash-ADC behaviour, and of the shape of a single PE waveform,
elementary constituent of the PMT waveforms, allowed to develop an alternative charge recon-
struction for the energy reconstruction of the events in Double Chooz. This new reconstruction
has proven much more linear that the one currently used, however due to time and priority
constraints, it has not been implemented in the Double Chooz framework and has only been
applied to MC events. Nevertheless, a lot of attention was focused on understanding and quan-
tifying every aspect of the reconstructions, guided by our understanding of the non-linearity
sources in the Flash-ADC digitization.

Neutrino detection in Double Chooz relies on the time and space coincidence of two signals,
one of which having an energy consistent with a neutron capture on Hydrogen or Gadolinium.
As Double Chooz is a shallow experiment, with overburdens of 120 m w e and 300 m w e for re-
spectively the Near and Far laboratories, Fast Neutrons showers from Muon interactions in the
surrounding rocks create one of the major backgrounds in Double Chooz. For deeper experi-
ments, or not relying on a prompt/delayed coincidence such as Dark Matter experiments, single
Fast Neutron emission from \((\alpha, n)\) reactions in the laboratory rocks constitute the major source
of background. It is then crucial to be able to obtain information on the ambient neutron flux
and spectrum. A gaseous neutron TPC has been developed and installed in both Double Chooz
laboratories. I took part in the installation, running, energy reconstruction, and analysis of the
data from this TPC. Neutron scatterings on Helium nuclei produce a detectable ionization track
that can be reconstructed in 3D to obtain information on energy and directionality. While the
reconstruction of the neutron rate and spectrum still requires work, mostly due to the absence
of a neutron simulation in Double Chooz, the recoil energy reconstruction achieved a resolution
of \(\sim 2\%\) for a nuclear recoil of 5 MeV.

A major part of my work was focused on developing rejection techniques for reducing the
Stopping Muon background. I used variables based on the vertex reconstruction and on the
delayed trigger energy to tag the Michel electron in the muon decay process. In order not to
be tagged as Muons by other vetoes, a muon can only enter the Inner Detector through the
Chimney and deposit less than 100 MeV in the Inner Detector. Three kinds of Muons decay
topologies have been identified: decays located in the Chimney, in the Buffer or in the \(\gamma\)-Catcher.

- Muon decays located in the Chimney suffer from a poor energy and vertex reconstruction
due to shadow effects; as a result the Michel electron energy spectrum has none of the
characteristics of the Michel spectrum, and the vertex reconstruction likelihood is low.

- Muon decays located in the Buffer are only visible in the Near Detector, because of a, Inner
  Veto scintillator contamination into the Buffer. Since the contamination of scintillator is
  small, such events are only visible near the PMTs, in order for enough light to be collected.

- Muon decays in the \(\gamma\)-Catcher have a high delayed energy and are greatly reduced when
  limiting the delayed energy range to below 10 MeV as was the case for the n-Gd in DC-III.
  Those decays happen in a volume where the energy is well contained and the delayed
energy spectrum exhibits a sharp cut-off at $\sim 50 \text{MeV}$ as expected from a Michel electron spectrum.

The techniques developed during my thesis have allowed for a reduction of Stopping Muons consistent with 100% in all Detector and capture configurations. The remaining contamination was estimated to be lower than 0.2% of the total IBD sample at $3\sigma$ C.L. in the Far Detector Gd++, and lower than 0.05% of the total IBD sample at $3\sigma$ C.L. in the other configurations. This is particularly important for the Near Detector in which the initial Stopping Muon contamination represents 15% of the total IBD candidates. The remaining contamination was deemed small enough to be neglected in the list of backgrounds included in the background model used to perform the $\sin^2(2\theta_{13})$ measurement with the Rate+Shape fit.

The oscillation parameter $\theta_{13}$ is now the best measured mixing angle. However, the neutrino mystery is far from solved, with many investigations still under way to measure the absolute mass of the neutrino, to determine the CP-violating phase $\delta_{CP}$, or even to figure out whether one or several sterile neutrino exist. We merely stand at on the threshold, contemplating the path ahead to fully understanding this most evasive particle that is the Neutrino.
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Abstract

Double Chooz is a reactor anti-neutrino experiment which measures the $\theta_{13}$ mixing parameter in the neutrino oscillation phenomenon thanks to two identical underground detectors located at different distances from the two reactors of the Chooz nuclear power plant in the French Ardennes. The Far Detector started data taking in april 2011 and the Near Detector began operations in january 2015. This thesis presents an analysis of both the single- and two-detector phases. Neutrinos interact in Double Chooz through inverse $\beta$ decay on protons, where positron and a neutron are emitted, creating two coincident signals. Analyses were performed for each detector on independent samples using the neutron capture on Gadolinium or on Hydrogen. A combined analysis, using both neutron captures is also presented. Backgrounds to the neutrino sample originate from the ambient radioactivity and the abundance of atmospheric muons (cosmogenic ($\beta$-n) emitters, fast neutron showers, and muons stopping and decaying inside the detector). This thesis focuses on developing techniques for measuring and reducing the Stopping Muon background. With colleagues from APC and MIT, a 60 litre neutron TPC was installed in both underground laboratories at Chooz. This low pressure He/CF$_4$-based time projection chamber, called DCTPC, measures the flux, energy spectrum and direction of fast neutrons in both locations, with different overburdens (150 and 300 meters water equivalent for the Near and Far Laboratories respectively).

KEYWORDS: Double Chooz, neutrino oscillation, mixing angle, muons, DCTPC, neutrons

Résumé


Les neutrinos sont détectés par désintégration $\beta$ inverse dans Double Chooz, où un positron et un neutron sont émis, créant deux signaux coïncidents. Différentes analyses ont été menées sur des échantillons dans lesquels le neutron capture sur un atome de gadolinium ou d’hydrogène. Une analyse jointe des deux captures est également présentée.

Les bruits de fond proviennent de la radioactivité ambiante et des muons atmosphériques (émetteurs ($\beta$-n), neutrons rapides et muons s’arrêtant et se désintégrant dans le détecteur). Cette thèse se focalise sur le développement de techniques pour réduire le bruit de fond lié aux muons se désintégrant dans le détecteur.

Avec l’aide de collègues de l’APC et du MIT, un TPC à neutrons a été installé dans les deux laboratoires souterrains à Chooz. Cette chambre à projection temporelle, appelée DCTPC, remplie d’un mélange helium/CF$_4$ mesure le flux, le spectre en énergie, et la direction des neutrons rapides dans les deux laboratoires avec des blindages différents (respectivement 150 et 300 mètres équivalents d’eau pour le Laboratoire Proche et Lointain).

MOTS-CLÉS: Double Chooz, oscillation de neutrino, angle de mélange, muons, DCTPC, neutrons